
[page 14]                                                            [Global Meteorology 2014; 3:5020]

Assessing the skill of precipita-
tion forecasts on seasonal 
time scales over East Africa
from a Climate Forecast
System model
Emily Bosire, Franklin Opijah, 
Wilson Gitau
Department of Meteorology, University
of Nairobi, Kenya

Abstract

It is becoming increasingly important to be
able to verify the skill of precipitation fore-
casts, especially with the advent of high-reso-
lution numerical weather prediction models.
This study focused on assessing the skill of cli-
mate forecast system (CFS) model in predict-
ing rainfall on seasonal time scales over East
Africa region for the period January 1981 to
December 2009. The rainfall seasons consid-
ered were March to May (MAM) and October to
December (OND). The data used in the study
included the observed seasonal rainfall totals
from January 1981 to December 2009 and CFS
model forecast data for the same period. The
model had 15 Runs. The measure of skill
employed was the categorical skill scores and
included Heidke skill scores, bias, probability
of detection and false alarm ratio. The results
from the categorical skill scores confirmed rel-
atively higher skills during OND season as
compared to MAM. When compared with indi-
vidual Runs, the mean of all the 15 Runs
depicted relatively higher accuracy during
OND season. Some individual Runs – 1, 7, 9
and 10 – also performed better during OND
season. During MAM season, the mean of all
the 15 Runs showed relatively lower accuracy
in predicting rainfall. Some individual Runs –
5, 10, 12 and 14 – performed better than the
mean of all the 15 Runs. The prediction of sea-
sonal rainfall over East Africa region using
CFS model depends on the season considered.
During MAM, the prediction of seasonal rain-
fall is better as Runs are fewer, which showed
relatively higher averaged skills; on the other
hand, during OND the prediction of seasonal
rainfall is better when using the mean of all
the 15 Runs. 

Introduction

The economies of countries in East Africa
largely depend on agriculture, which is highly
vulnerable to the amounts and distribution of

rainfall.
Numerical weather prediction models con-

sist of ensembles of integrations. In principle,
numerical models that represent the dynamics
of the atmosphere and ocean should be able to
give better seasonal forecasts than purely sta-
tistical approaches, because of their ability to
handle a wide range of linear and non-linear
interactions and their potential resilience
against a changing climate.1,2 If the models
were perfect, dynamical seasonal prediction
would yield better forecasts. In practice model
errors limit the skill of seasonal forecast, and it
remains unclear to what extent the present
generation of numerical forecast models is
able to challenge existing empirical methods
for seasonal forecasting.1,3 The skill in predict-
ing precipitation depends very strongly on the
region and season considered. During an El
Niño southern oscillation (ENSO) event, the
skill of the dynamical model in predicting pre-
cipitation is much higher than during neutral
conditions.4 Accurate seasonal to inter-annual
climate monitoring and forecasting could
therefore contribute to improve planning and
the management of climate-sensitive activities
involving agricultural, water resources, hydro-
electric power supply and tourism, among oth-
ers. There is no single ideal way to character-
ize and compare model performances. Most
previous validation studies used measures of
accuracy and skill to determine the similarity
between observed and modeled data. In this
paper, the skill of the climate forecast system
(CFS) model in predicting rainfall on seasonal
time scale over East Africa is evaluated.

Materials and Methods

In the analysis monthly observed rainfall
data for 41 stations across East Africa obtained
from IGAD Climate Predictions and
Applications Center for the period 1981 to 2009
were used. Spatial distribution of stations used
in the study is shown in Figure 1 and the
details of the stations are found in Table 1. Also
used in the study were CFS model forecast
datasets obtained from the International
Research Institute for Climate and society for
the period 1981 to 2009. The spatial resolution
of the model data is 1.875° longitude by
approximately 1.9° latitude. 

Delineated homogeneous rainfall
zones over East Africa

Figure 2 shows the East Africa climatologi-
cal rainfall homogeneous zones for both March
to May (MAM) and October to December
(OND) rainfall seasons. The zonings were
used to discuss the results obtained.

Methodology
The methods used in this study included

standardization of observed and predicted
rainfall, and categorical statistics analysis.
Standardization was used to make observed
and predicted data consistent, i.e. each data
type having the same kind of content and for-
mat. 

Categorical statistics is needed to evaluate
binary forecasts (yes/no) of the type of state-
ments that an event will or will not happen.
Categorical statistics is not only limited to
binary forecast but also multi-category contin-
gency tables can be used. In this study verifica-
tion of forecasts was compiled using a 3 by 3
contingency table showing the frequency of
below normal, normal and above normal fore-
casts and corresponding observations (Table
2). The marginal distributions of the observa-
tions and forecasts are the totals that are pro-
vided in the right columns and lower rows of
the contingency tables, respectively. A perfect
forecast system would have all the entries
along the diagonal (A, E, I) only, with the other
cells being equal to zero. 

Categorical skill scores were used to analyze
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the relationship between the model outputs
and the observed rainfall values. There are a
number of categorical skill scores used as ver-
ification measures, some of which are defined
in the next subsection highlighting some of
their properties. No single score, measure or
index has been found to satisfy this verifica-
tion controversy.

Several textbooks cover widely forecast veri-
fication methodologies.6,7 A historical survey
on verification methodology has been com-
piled.8

Probability of detection 
Probability of detection (POD), also known

as the hit rate, is the number of correct divided
by the total number of observed in each catego-
ry. It measures the proportion of observed
events successfully forecasted by the model. It
ranges from 0 to 1 (100%) with a perfect score
of 1 (100%). Equation 1 gives the formula for
computing the POD for below normal, above
normal and normal rainfall. Probability of
detection is sensitive to hits and does not take
into account the false alarms. It can be artifi-
cially improved by increasing the number of
hits. While increasing the number of hits and
reducing the number of false alarms is desir-
able, it is recommended that POD be examined
together with false alarm ratio (FAR):

(eq. 1)

False alarm ratio 
The FAR defines the proportion of non-

events for which a warning was provided incor-
rectly. The ratio is given by subtracting post
agreement from 1. Post agreement is the ratio
of correct to the total number of forecast in
each category. The score ranges from 0 to 1
(100%) with a perfect score of 0. False alarm
ratio for below normal and above normal rain-
fall is given by equation 2. False alarm ratio is
sensitive to climatological frequency of the
event. False alarm ratio is also sensitive to
false alarms but takes no account of misses. It
can be artificially improved by reducing the
number of false alarms. Increase of POD is
achieved by increasing FAR and a decrease of
FAR by a decrease in POD, POD and FAR must
therefore be examined together.

(eq. 2)

Bias score
Bias score, also known as the frequency bias

index, compares the frequency of forecast
rainfall events to the frequency of actual
(observed) rainfall events. It measures the
ability to forecast events at the same frequency
as found in the sample without taking into
account the accuracy of the forecast. Bias for

the below normal, normal and above normal
rainfall is represented by the ratio in equation
3. Bias ranges from zero to infinity with a per-
fect score (unbiased score) of 1 (100%). It will
indicate whether the forecast model is over
forecasting (Bias>1) or under forecasting
(Bias<1):
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Table 1. Details of the rainfall stations used in the study.

                Station                 Country            Longitude        Latitude       Altitude asl (m)

1.                      Gulu                            Uganda                      32.33°E                 2.75°N                          1106
2.                       Lira                            Uganda                      32.93°E                 2.28°N                          1091
3.                   Masindi                         Uganda                      31.72°E                 1.68°N                          1146
4.                    Soroti                          Uganda                      33.62°E                 1.72°N                          1127
5.                   Kasese                         Uganda                      30.10°E                 0.18°N                           691
6.                      Jinja                            Uganda                      33.18°E                 0.45°N                          1173
7.                    Tororo                          Uganda                      34.17°E                 0.68°N                          1171
8.                  Mbarara                        Uganda                      30.65°E                 0.62°S                          1412
9.                  Entebbe                        Uganda                      32.45°E                 0.05°N                          1183
10.                  Kabale                          Uganda                      29.98°E                 1.25°S                          1867
11.                 Lodwar                          Kenya                       35.62°E                 3.12°N                           566
12.                Mandera                         Kenya                       41.87°E                 3.93°N                           230
13.                Marsabit                         Kenya                       37.90°E                 2.30°N                          1219
14.                   Wajir                             Kenya                       40.07°E                 1.75°N                           244
15.               Kakamega                        Kenya                       34.78°E                 0.28°N                          1555
16.                 Kisumu                          Kenya                       34.75°E                 0.10°S                          1146
17.                    Kisii                             Kenya                       34.78°E                 0.67°S                          1171
18.                 Kericho                          Kenya                       35.55°E                 0.37°S                          2096
19.                 Nakuru                           Kenya                       36.10°E                 0.27°S                          1859
20.                   Narok                            Kenya                       35.83°E                 1.13°S                          1890
21.               Dagoretti                         Kenya                       36.75°E                 1.30°S                          1798
22.                Makindu                         Kenya                       37.83°E                 2.28°S                          1000
23.                   Lamu                            Kenya                       40.83°E                 2.27°S                             7
24.                 Garissa                          Kenya                       39.63°E                 0.48°S                           128
25.              Colchechio                       Kenya                       36.80°E                 0.63°N                           145
26.                 Eldoret                          Kenya                       35.28°E                 0.52°N                          2104
27.                     Voi                              Kenya                       38.57°E                 3.40°S                           579
28.                 Malindi                           Kenya                       40.10°E                 3.23°S                             3
29.               Mombasa                        Kenya                       39.62°E                 4.03°S                            57
30.                 Bukoba                        Tanzania                     31.82°E                 1.33°S                          1143
31.                Musoma                       Tanzania                     33.80°E                 1.50°S                          1147
32.                 Mwanza                        Tanzania                     32.92°E                 2.47°S                          1139
33.                 Kigoma                        Tanzania                     29.63°E                 4.88°S                           999
34.                Dodoma                       Tanzania                     35.77°E                 6.17°S                          1120
35.              Dar Airport                     Tanzania                     39.20°E                 6.87°S                            53
36.                  Arusha                         Tanzania                     36.38°E                 3.22°S                          1387
37.                   Same                          Tanzania                     37.40°E                 10.4°S                           872
38.                  Tabora                         Tanzania                     32.50°E                 5.05°S                          1182
39.                  Mbeya                         Tanzania                     33.47°E                 8.93°S                          1707
40.                 Songea                        Tanzania                     35.58°E                10.68°S                         1067
41.                 Mtwara                        Tanzania                     40.18°E                10.27°S                          113
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(eq. 3)

Heidke skill score
The Heidke skill score (HSS) measures the

fraction of correct forecasts after eliminating
those forecasts which would be correct due
purely to random chance. It is the ratio of the
sum of all entries in the diagonal minus the
rows and columns sums divided by the sum
total to sum total minus the rows and columns
sums divided by the sum total to sum total.
Heidke skill score is a measure of potential
improvement in the number of correct fore-
casts over random forecasts. The score ranges
from -∞ to 1, with a perfect score of 1 and no
skill forecast equal to zero. Any score that is
less than zero means that the forecast model is
worse off than climatology. Heidke skill score
was computed using equation 4:

(eq. 4)

Results and Discussion

The results of HSS, bias, POD and FAR cal-
culated from a three by three contingency
tables for some selected Runs for the East
Africa region are shown in Figures 3 to 11.

The results of HSS are presented in Figure
3. For a forecast to be termed as perfect, the
HSS should be 1 (100%). None of the Runs pre-
sented has values close to this perfect score. In
Figure 3a, relatively higher HSS are within sta-
tions in Zones 2 and 8 representing the central
and western Tanzania, central and western
Uganda, respectively. In Figure 3b, relatively
higher HSS are seen within stations in Zone 9,
especially northern Uganda. In Figure 3e, rela-
tively higher HSS are observed within stations
in Zones 2 and 6 representing the east of Lake
Victoria and northern Uganda and north west
Kenya, respectively. Figure 3f, relatively higher
HSS are observed over some stations in Zones
3 and 5 representing the southern and coastal
Kenya respectively. Figure 3g, relatively higher
HSS are seen within Zone 3, representing the
central and northern Tanzania.

The results for bias score are presented in
Figures 4, 5 and 6 for the above normal, below
normal and normal rainfall categories, respec-
tively.

In Figure 4, it is observed that during MAM
season, perfect scores are noted in Runs 2, 8
and 10. These are presented in Figure 4a, b

and c. In Figure 4a, perfect scores are evident
within some stations in Zones 4, 5, 8 and 9 rep-
resenting the central highlands of Kenya, east
of Lake Victoria, central and northern Uganda
and north west Kenya, respectively. In Figure
4b, some stations within Zones 1 and 7 repre-
senting the southern Tanzania and north east-
ern Kenya have perfect scores. Chances of
under forecasting exceed those of over fore-
casting for the Runs presented during MAM

season. For the OND season, perfect scores are
evident in Runs 1, 9 and 14. These are shown
in Figure 4e, f and g. In Figure 4f, east of Lake
Victoria within Zone 2 has perfect scores. In
Figure 4g, some stations within Zones 1 and 6
representing the southern Tanzania and
northern Uganda, respectively have perfect
scores. Chances of over forecasting exceed
those of under forecasting for all the Runs pre-
sented during the OND season.

                             Article

Table 2. A 3 by 3 contingency table showing the frequency of below normal, normal and
above normal forecasts and corresponding observations.

Observed                                                              Forecast
                          Below normal           Normal                           Above normal          Total

Below normal                      A                                   B                                                       C                               M
Normal                                  D                                   E                                                       F                               N
Above normal                      G                                   H                                                       I                                O
Total                                       J                                    K                                                       L                                T

Figure 1. Study domain showing the spatial distribution of the rainfall stations numbered
as in Table 1.
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In Figure 5a, b, c, e, f, g and h it is observed
that for the MAM season more stations with
perfect scores were obtained in Runs 1, 2 and
7. Chances of over forecasting exceed those of
under forecasting. For the OND season, Runs
8, 9, 15 and the mean of all the 15 Runs shows
more stations with perfect scores as compared
to the other Runs. In Figure 5c, perfect scores
are seen within stations in Zones 3, 5 and 9
representing the coastal areas of Kenya, east
of Lake Victoria and north west of Kenya,
respectively. In Figure 5e, perfect scores are
observed within stations in Zones 1 and 3 rep-
resenting the southern and the northern
Tanzania, respectively.

In Figure 6a, b, c, e and g it is observed that
for the MAM season, more stations with perfect
scores are seen in Runs 7, 9 and 11. Chances of
over forecasting seem to be equal to those of
under forecasting. For the OND season chances
of under forecasting exceed those for over fore-
casting in most of the Runs but Run 5 and 13
have perfect scores at 10 stations. In Figure 6b,
perfect scores are observed in Zones 3 and 5

                                                                                                                              Article

Figure 2. Climatological zones in East Africa for March to May season (left panel) and
October to December season (right panel).5

Figure 3. Spatial distribution of Heidke skill scores (%) for the period 1981 to 2009. The red and green colors indicate that the model
performs worse off and better than climatology, respectively. 
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Figure 4. Results for bias score for the above normal rainfall categories.

Figure 5. Results for bias score for the below normal rainfall categories.

Non
 co

mmerc
ial

 us
e o

nly



                                         [Global Meteorology 2014; 3:5020]                                                           [page 19]

                                                                                                                              Article

Figure 6. Results for bias score for the normal rainfall categories.

Figure 7. Results for probability of detection for the above normal rainfall categories.
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Figure 8. Results for probability of detection for the below normal rainfall categories.

Figure 9. Results for probability of detection for the normal rainfall categories.
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Figure 10. Results for false alarm ratio for the above normal rainfall categories.

Figure 11. Results for false alarm ratio for the below normal rainfall categories.
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representing the south coast of Kenya and east
of Lake Victoria, respectively.

Conclusions

Some individual Runs (for example Runs 5,
10, 12 and 14 for the MAM season, and Runs 1,
7, 9 and 10 for the OND season) performed bet-
ter than the mean of all the 15 Runs in most
cases. During the OND season the mean of all
the 15 Runs showed relatively higher skill
when compared to the individual Runs. The
study has shown that the skill of the CFS model
is highly dependent on the season considered.
The skill is relatively higher during OND sea-
son as compared to the MAM season. The skill
of the CFS model also depends on the ENSO
events: it is relatively higher during the start of
the ENSO events (OND season) and it
becomes relatively lower towards the end of
the ENSO events (MAM season). 

In conclusion, the study has shown that the
CFS model is able to predict rainfall on season-
al time scales in the East Africa region during
OND season. Reliable predictions of seasonal
rainfall would allow more efficient planning in
various sectors like agriculture, hydrology,
energy, health, insurance, finance among oth-
ers therefore, improving the quality of life,
health, and safety. Following the results
obtained, the use of the mean of all the 15
Runs will improve seasonal rainfall prediction
over the East Africa region during OND season
and hence improve early warning. Early warn-
ing will help in reducing the impacts of climate
extremes on agricultural production,
hydropower generation, water use, and water
availability at household level. The results of

this research can be used as a guide by all fore-
casters within East Africa to identify which
CFS Runs skillfully predict rainfall in the
region so as to reduce high computing
resources and time.

There is need to improve the initial condi-
tions of the CFS model especially the oceanic
ones since in the CFS model the pentad Runs
use the same oceanic conditions. This will
help in producing a good forecast. Matching
observations and forecast is the most difficult
part in verification process. Matching
approach considered can have an impact on
the results of verification. There are different
ways of matching observations and forecast;
these include point to grid or grid to point. In
this study observed rainfall data was matched
to grid. Further studies can be done by interpo-
lating gridded model data to point data to
check for similarities or differences. There are
different ways of assess the quality of a fore-
cast too. The method employed in this study is
looking at the skill of the forecast. Further
studies can be done by using other measures
of forecast such as bias, resolution and sharp-
ness. This is because focusing on only one
measure forecast quality may be misleading.

Further studies of the systems that influ-
ence MAM rainfall are however still required to
improve the skill of MAM season. A similar
study should be done for other weather param-
eters such as temperature and wind among
others in order to understand the overall per-
formance of the model.
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