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Abstract
The effect of solvent-biopolymer interactions is hardly negligible. Whereas the ideal (non-interacting) polymer consisting of \( N \) monomers in an ideal solvent is expected to have the terminal ends of its chain with a root-mean-squared (rms) end-to-end separation distance \( (r_{\text{rms}}) \) proportional to the square root of \( N \), real interactions of a polymer both with itself and with the solvent often tend to strongly perturb \( r_{\text{rms}} \). In poor solvent, the biopolymer can collapse into a small globule much smaller than the ideal \( r_{\text{rms}} \) due to excluding solvent. In good solvent, the biopolymer can swell to a size much larger than the ideal \( r_{\text{rms}} \) due to favoring solvent. These effects require corrections to an ideal polymer equation. We have been developing the cross linking entropy (CLE) model in this series. The model attempts find the maximum entropy of a folded polymer by taking into account the correlation caused by bonding and other interactions of the structure. In RNA, this mostly occurs in the stems. Here we adapt CLE model to handle polymer swelling and collapse for RNA molecules both in good and in poor solvent. This work is intended to introduce this type of study and to allow its systematic application in problems of RNA folding and structure prediction. The current study suggests that there may be some tendency for RNA to behave as a polymer in poor solvent and that this collapse may happen in sequences longer than 50 nt.
1 Introduction
In Parts I through IV, various aspects of an entropy model for predicting RNA structure have been presented. The model was termed the cross linking entropy (CLE) model and the unique aspect of the model is that the entropy loss has a global component that should be evaluated at each base pair (or cross link)\(^1\) where, for RNA structure, this cross link concept is attributed mainly to the base pairs in the stems. Traditional approaches such as mfold [1] and RNAfold [2] assume that the base pairs in the stems can be calculated with a topologically independent set of base pairing rules, often referred to as the Turner energy rules [3-5]. Loops are then accounted for by assigning penalties for different types of loops based on the Jacobson-Stockmayer (JS) equation [6] (a topic of part I of this series). With the exception of the hairpin loop, these penalties are also topologically local to a given loop region [7]. In contrast, in the CLE model, it is assumed that the stem is where the conformational order is found and, therefore, every base pair (cross link) pays both a local and a global entropic cost in the free energy (FE). Other unique aspects of this entropy model are the capacity to evaluate entropy loss in both biopolymer folding and stretching and incorporating the parameters and conclusions of renormalization theory [8,9], including the concept of flexibility by scaling the number of degrees of freedom of the polymer with the Kuhn length \(\xi\) [8,10] and the option to employ non-Gaussian correlation functions within RNA folding and structure prediction calculations.

Up to this point, we have focused on developing the concepts of the CLE model around the ideal polymer in our presentation. The RNA was assumed to behave like a Gaussian polymer chain (GPC); an ideal polymer where the monomers (mers) are non-interacting and the variance in the distance between the ends of a polymer chain of length \(N\) in the denatured state has a root-mean-squared (rms) end-to-end separation distance \(r_{\text{rms}}\) such that \(r_{\text{rms}} \propto N^{1/2}\) [11]. Some non-ideal corrections have already been introduced. For example, corrections for the fact that real polymers occupy space

---
\(^1\) Perhaps a better choice than “cross linking entropy” might have been “bonding” or “contact”, or maybe “correlation” entropy. The reason for choosing the word “cross link” was because this entropy is not just about bonding, it is about the freezing out of degrees of freedom and its consequences in all manner of polymers. “Cross link” seemed like a non-descript word that yielded the image of bonding without necessarily forcing the concept of “bonds”. Maybe, that has only served to confuse matters. In retrospect, “correlation entropy” seems the closest to the actual
and, therefore, the polymer should be described in terms of a self-avoiding random walk [12,13] (the parameter $\gamma$). Adjustments for differences in flexibility of the polymer were introduced by employing the Kuhn length ($\xi$) in evaluating the entropy. Finally, because it is not entirely clear what correlation function precisely represents a true polymer (particularly in large RNA structural domains), the option to change the parameter $\delta$ [8,14] from the Gaussian function $\delta = 2$ to any value $0 < \delta < 10$ was introduced [15,16] to permit the use of an exponential $\delta = 1$ correlation function (for example).

In all coarse-grained thermodynamic models, a fundamental assumption in predicting RNA structure is that the free energy (FE) of a given folded single-stranded RNA (ssRNA) can be obtained by evaluating the difference between two thermodynamically measurable states: the denatured state, which is defined in terms of the rms end-to-end distance ($r_{rms}$), and the native state, which is defined in terms of the base pair separation distance in the final structure ($r_b$). This is true whether assumed implicitly as in the JS equation or explicitly as in the CLE model.

The native state $r_b$ has a fixed distance between the bps, however, what can we say about $r_{rms}$? Real biopolymers are hardly ideal and are rarely in an ideal solvent. The specific details about the type of solvent, temperature and ionic strength become important to an accurate description of $r_{rms}$ [17,18]. The environmental conditions are incorporated into the ideal polymer equations by including higher order corrections to the basic equation for an ideal polymer. These corrections make up what is called the virial equation. A parameter that emerges from evaluating the second and third coefficients in the virial equation is a weight ($\nu$) that yields $r_{rms} \propto N^\nu$ [9,10,19], where the ideal polymer has the weight $\nu = 1/2$ and this condition represents the case where the higher order terms in the virial equation just exactly cancel each other. In good solvent, such as denaturing agents, the polymer will tend to swell in an attempt to maximize interactions with the solvent. In such cases, the biopolymer can swell to a size $r_{rms} \propto N^{3/5}$, much larger than the GPC. On the other hand, in poor solvent, the solvent has limited carrying capacity and the polymer tends to shrink up into a small globule in meaning and effects of this entropy.
an attempt to minimize the solvent accessible surface area in favor of self-interaction. In such cases, the biopolymer can collapse to a size $r_{\text{rms}} \propto N^{1/3}$, much smaller than the size of a GPC [10]. As a result, the global entropic behavior of the polymer is also strongly affected by the solvent conditions because $r_{\text{rms}}$ is not a fixed value and depends on $\nu$.

What is known of RNA? Biopolymers characteristically have a varying range of amphiphilic behavior that complicates predicting their overall interactions. Hydrophobic parts of the RNA molecule tend to repel water away, yet at the same time, charged functional groups like amines and phosphates tend to attract charged ions and the water that carries them. The bases of nucleic acids have aromatic rings that contribute both Van der Waals interactions (a significant source of stacking enthalpy [20]) as well as some hydrophobic effects that characterize the solubility of aromatic rings [21]. On the other hand, the hydrophilic sugars on nucleic acids contain negatively charged phosphates that are affected by the ionic strength [22-24], where an atmosphere of positively charged monovalent and divalent cations are thought to form a cloud around the nucleic acids, balancing and screening the large negative charge [24-26]. A fair number of charged Mg$^{2+}$ ions are known to surround the x-ray structures like the Tetrahymena ribozyme ($T. \ thermophilus$) [27,28] and tRNA [29]. The Mg$^{2+}$-water complex ([Mg(H$_2$O)$_6$]$^{2+}$), although poor at forming specific binding sites, is excellent at stabilizing RNA [30,31]. Thus, although these effects are non-specific, the role of the counter ions induces characteristic effects that resemble “solvent”. Is it a good solvent or a poor solvent? Studies of DNA with varying mixtures of alcohol produced a B-DNA to A-DNA transition at high alcohol content [32] adding further mystery to the issue of what stacking is. Though stacking is not well understood [33], it is generally agreed that stacking is largely enthalpic [5].

Given these complexities, measuring the virial coefficients that influence this parameter $\nu$ is not a simple task. The general objective is to find Flory’s theta ($\Theta$) temperature where the ideal polymer behavior is found [19,34]. If one can find this $\Theta$ temperature for some set of conditions such as ionic strength, solvent, buffer concentration, etc., then all of these amphiphilic interactions will cancel out.

In general, it remains a significant challenge to obtain a $\Theta$ temperature [34,35], let alone the virial coefficients, the Kuhn length or the precise parameters in the
polymer equations themselves. For example, denatured proteins have been studied extensively by Tanford [35,36] with considerable attention given to finding a good denaturing solvent. Yet the existence of residual structure in proteins even in denaturing solvents [37] is a matter of discussion to this day [38]. Nevertheless, a considerable amount has been written on what a denatured protein is, and what it isn’t. Far less is known of RNA. Felsenfeld’s group did some very careful studies to find the $\Theta$ temperature of poly(A) [39], poly(U) [40], and in single-stranded RNA (ssRNA) sequences with the purine bases removed [41] (apurinic ssRNA). The $\Theta$ temperature for poly(A) in 1 M NaCl is about 26°C and poly(U) and apurinic ssRNA at 2 M NaCl is about 18°C. Hence, some aspects of high salt concentration would appear to resemble features like a denaturant. On the other hand, mild concentrations of denaturing solvent (urea) have been used to induce folding of tertiary structure in trapped intermediates of RNase P [42,43] and the Tetrahymena ribozyme [27]. Although the Turner energy rules are often measured in 1M salt [5], the cellular environments of most RNA structures are quite different with lower salt and there are a plethora of interactions with other biomolecules in vivo. Hence, for any realistically plausible scenario, it is likely that $\nu \neq 1/2$.

In previous work, the denatured state with $\nu = 1/2$ was treated as given. Here, we turn to the Flory-Huggins (FH) model as a way to begin to account for the true solvent environment. Then FH model is named after Flory [44] and Huggins [45] who independently discovered the phenomena of polymer swelling. Here we show how to apply the Flory-Huggins model [19,44,45] to the CLE model to calculate RNA structure; including the Kuhn length within the framework of the RNA structure prediction. We can only lay the groundwork for polymer swelling and collapse, examine a few test cases where it may apply, and leave it to the experimentalists to ferret out the rich complexities of RNA under different solvent conditions, ionic strengths and denaturing solvents. This is the first generalized application of the FH model [44,45] to the context RNA structure prediction and folding, to the best of our knowledge.

The CLE model has been the theme of the previous four parts of this series (I-IV) and has been demonstrated in the literature [15,16,46-48]. A brief introduction to the material is given in Section 2; however, for a better understanding of the details and the
full range of the theory, the reader is encouraged to review the previous parts of this series first. Although the focus of this work is oriented to RNA, it is general and equally applicable to proteins (with additional considerations [46]).

2. The CLE model and its application to RNA structure prediction
The first two parts briefly review the essential concepts: the Kuhn length (Sec 2.1) and the equations in the CLE model (Sec 2.2). Further details can be found in Parts I-IV and Refs [15,16,46-48]. The second part briefly explains how this is applied to the prediction (Sec 2.3) and folding (Sec 2.4) of secondary structure and pseudoknot predictions. Finally, we comment on how these models generally account for the heterogeneous character of RNA (Sec 2.5).

2.1. The Kuhn length
The renormalization parameter with the most visible impact on RNA structure is the Kuhn length ($\xi$), measured here in units of mers. The Kuhn length [10] sets the scale of resolution or coarse-grained length scale of the polymer, where this length scale provides considerable direct information about the rigidity of the polymer. A Kuhn length of exactly one would mean that each base on the RNA sequence can flex over a full $4\pi$ solid angle. This is rarely feasible for simple monomers, and, for RNA, $\xi > 1$ nt. Single-stranded RNA (ssRNA) in the free strand (fs) regions exhibits a range for $\xi$ between 3 nt and 5 nt. Hence, the first manifestation of this phenomenon that can be inferred from $\xi$ is the tendency for RNA to exhibit a minimum loop size of 3 nt.

As argued in Part II of this series, the Kuhn length of the stem regions is likely to be on the same order as the stem length with a small variable region at the interface between the free strand and the terminal end of the stem. Typical RNA structure exhibits stem lengths ranging from 3 to 15 bps with an average around 7 or 8 bps. The stems of tRNA would have a Kuhn length of about 4 or 5 nt, but ribosomal RNA may have some regions that are as large as 12 nt. Therefore, it is important to have some sense of the Kuhn length before applying it to the RNA structure prediction.

The resulting coarse-grained resolution scale suggests that monomers are grouped
in a collective unit we have called an “effective mer”, or perhaps an epimer because the characteristics of the Kuhn length resemble epiphenomena and the Greek root “epi” has the sense of “in addition”. Moreover, the Kuhn length is not rigidly fixed to particular mers in the polymer chain but manifests itself locally as a result of coupling between the mers in the polymer chain.

Because the Kuhn length involves the collective coupling of mers, it differs from the concept of flexibility that is reported in terms of B-factors. The B-factor assumes independent, harmonic motions of the atoms in a sample measured using x-ray spectroscopy [49], not the large collective motions. Nevertheless, very stiff regions of a crystal will have a small B-factor (large $\xi$) and highly flexible regions will have a larger B-factor (small $\xi$). Therefore, qualitatively, the B-factor and $\xi$ are inversely related.

For a sequence of $N$ mers whose mer-to-mer separation distance is $b$, let the maximum stretched-out contour length of the polymer chain be

$$L = Nb.$$ (1)

Let the polymer also be expressed as a collection of effective mers (or epimer) of number ($\tilde{N} = N / \xi$) whose separation distance is $\tilde{b} = \xi b$. It follows that

$$L = Nb = \tilde{N}\tilde{b}.$$ (2)

Since $N$ can be defined in terms of any positive integer and we have simply chosen a sequence from mer 1 to mer $N$, it is also true that we can choose an arbitrary mer $i$ and mer $j$ ($i < j$) and define $N_j = j - i + 1$. This follows because we can cut the polymer at mer $i$ and at mer $j$ forming a new polymer of length $N_j$ with the same relationship of $r_{rms} \propto N^{1/2}$ where $N = N_j$. The root mean square (rms) separation distance between mer $i$ and mer $j$ (ij-rmsd) is a function of the number of effective mers in the sequence
where $\kappa = \xi^{1-\nu}$ and $\nu$ is the parameter that we wish to explore in this work. Roughly speaking, the range of $\nu$ should be around $1/3 \leq \nu \leq 3/5$; however, there is nothing mathematically wrong with $0 < \nu < 1$, where $\nu = 0$ means the volume is just $(\xi b)^3$ and $\nu = 1$ means a straight linear chain.

2.2. The CLE model

Now that the ij-rmsd is defined, the next step is to define the entropy in terms of any separation distance between mers $i$ and $j$ ($r_{ij}$), which will be called the ij separation distance (ij-distance).

The general expression for the probability that one should find the separation distance between mers $i$ and $j$ equal to $r_{ij}$ (now a variable) within a tolerance of $\Delta r$ between $r_{ij}$ and $r_{ij} + \Delta r$ is

$$p(r_{ij})\Delta r = A_{ij}C_{ij}^{\nu} \left(\frac{r_{ij}}{b}\right)^{\nu} \exp\left\{-\theta_{ij} \left(\frac{r_{ij}}{b}\right)^{\delta} \left(\frac{\Delta r}{b}\right)^{\gamma}\right\}$$

where both $\delta$ and $\gamma$ are finite positive constants. The parameter $\gamma$ is a correction for the self-avoiding random walk [12,13] and the parameter $\delta$ changes the nature of the correlation from Gaussian ($\delta = 2$) to some other value such as exponential ($\delta = 1$), etc. Other remaining terms are

$$A_{ij} = \frac{\delta \pi^{\nu+1/\delta}}{\Gamma(\nu+1/\delta)},$$

$$\theta_{ij} = \left[\frac{\Gamma(\nu+3/\delta)}{\Gamma(\nu+1/\delta) \langle r_{ij}^{2}\rangle^{\nu}}\right]^{\delta/2} = \zeta(\nu, \delta) \left(\frac{b^2}{\langle r_{rms,ij}^{2}\rangle}\right)^{\delta/2},$$
\( \zeta(\gamma, \delta) = \left[ \Gamma(\gamma + 3/\delta) / \Gamma(\gamma + 1/\delta) \right]^{\delta/2} \),

(4c)

and \( C_{ij}^{\gamma\delta} \) is a normalization constant

\[
C_{ij}^{\gamma\delta} = \frac{\delta \Theta_{ij}^{\gamma+1/\delta}}{A_{ij} \Gamma(\gamma + 1/\delta)}
\]

(4d)

For \( \xi > 1 \), the entropy is

\[
S(r_{ij}) = \frac{k_B}{\xi} \ln \left( \frac{p(r_{ij}) \Delta r}{\rho_{ij}} \right) = \frac{k_B}{\xi} \left\{ \ln(A_{ij} C_{ij}^{\gamma\delta}) + \delta \nu \ln \left( \frac{r_{ij}}{b} \right) - \Theta_{ij} \left( \frac{r_{ij}}{b} \right)^\delta \right\}
\]

(5)

where we have introduced renormalization scaling by \( \xi \) to account for the unit of measure being an epimer rather than a single mer.

For base pair formation, the following compact expression emerges after some manipulation,

\[
\Delta S_{bp}(N_{ij}) = S(\lambda b) - S(r_{rms,ij})
\]

\[
= -\frac{k_B}{\xi} \left\{ \nu \delta \nu \ln \left( \Psi_{\nu\nu} N_{ij} \right) - \zeta(\gamma, \delta) \left( 1 - 1 / (\Psi_{\nu\nu} N_{ij})^{\delta} \right) \right\}
\]

(6)

where \( \Psi_{\nu\nu} = (\xi / \lambda)^{1/\nu} / \xi \) and \( \lambda \) represents the ratio of the cross-link distance between the mers (measured as coarse-grained beads on a chain) and the mer-to-mer separation distance \( (b) \). The distance between the mers in a base pair is not the hydrogen bond distance between the bases, but essentially the distance between the centers of the mers. The result is that \( \lambda \approx 2 \) because the distance between the mers of a bp is about twice the distance between mers on the RNA polymer chain.

The total entropy loss is the sum of the local correction (due to renormalization of the number of mers to epimers) and the global contribution caused by stem formation.
\[ \Delta S_{\text{cle}} = \Delta S_{\xi\delta} + \sum_{bp(ij)} \Delta S_{bp}(N_{ij}), \]  

(7)

where \( \Delta S_{bp}(N_{ij}) \) is the global contribution given in Eqn (6) and \( \Delta S_{\xi\delta} \) is the local entropy (derived in Part II of this series),

\[ \Delta S_{\xi\delta} = -\left( \frac{N}{\xi} \right) k_B \int_0^\xi \frac{(1-\nu)(\delta\gamma + 1)\ln(x)\delta^1(1-\nu)}{1-x} + \sigma \zeta(\gamma, \delta) x^{\delta(2\nu-1)} 1 - \frac{x^{\delta(1-\nu)}}{1-x} \) \, dx \]

(8)

where, \( \sigma = (\gamma + 1/\delta) / \zeta(\gamma, \delta) \) is a stretching weight and, in general, we assume the dimensionality is \( D = 3 \). Eqn (7) is summed over all bps of a given structure using Eqn (6). The current implementations of the CLE model are vsfold5 and vs_subopt, both of which assume that the Kuhn length is a constant throughout the structure. Future implementations are aiming at using a variable Kuhn length.

In the absence of information, the standard values \( \delta = 2, \gamma = 1.75 \) and \( \nu = 1/2 \) are recommended because these are the implicit parameters used in other models for RNA structure prediction. However, mathematically, it is not wrong to select anything where \( \delta > 0, \gamma > 0 \) and \( 0 < \nu < 1 \), though not necessarily physically meaningful. Since \( \gamma = 1 \) for random walk without corrections for self-avoiding effects, \( \gamma > 1 \) seems wise. In non-bonding polymers, renormalization theory suggests \( \delta = 2.3 \) [50] and recent measurements of DNA folding may suggest \( 3 < \delta < 4 \) is possible [51]. One might also think that correlation will become more non-local in RNA and proteins, suggesting \( 1/2 \leq \delta \leq 2 \) with self-avoiding parameter \( 1 < \gamma < 2.3 \). At present, these remain unresolved issues. The parameter \( \nu \) is the subject of the current study.

2.3. Application to structure prediction methods
The dynamic programming algorithm (DPA) and the details of how this method is applied to RNA structure prediction are explained in Part IV. A good primer on the subject can be found in Ref [52]. Here, we simply outline the general approach. A base pair between mers \( i \) and \( j \) will be indicated as \( (i, j) \).
Traditional DPA calculations:

Traditional models include programs like mfold [1] and RNAfold [2]. In traditional models, the prediction consists of choosing the best solution for the free energy at each position \( i \) and \( j \) in a triangle matrix

\[
\Delta G_{ij} = \min \left\{ \Delta G_{ij}^{bp}, \Delta G_{ij}^{fs}, \Delta G_{ij}^{H}, \Delta G_{ij,pq}^{I}, \Delta G_{ij,(pq)}^{M} \right\} \tag{9}
\]

where \( ij \) refers to the mers at \( i \) and \( j \) in the sequence, \( \Delta G_{ij}^{bp} \) is the base pairing FE at \( ij \), \( \Delta G_{ij}^{fs} \) is the case where there is only the free strand (fs) interaction between \( ij \), \( \Delta G_{ij}^{H} \) indicates a hairpin loop (H-loop) that closes at \( ij \), \( \Delta G_{ij,pq}^{I} \) indicates an interior loop (I-loop) that closes at \( ij \) with an adjoining point at \( pq \) \( (i < p < q < j) \), and \( \Delta G_{ij,(pq)}^{M} \) indicates a multibranch loop (MBL) closing at \( ij \) and forming branches at \( \{ pq \} \) where \( p_{1}q_{k} \) satisfies \( (i < p_{1} < q_{1} < p_{2} < q_{2} < ..., < j) \).

The base pair FE consists of a lookup table of dinucleotide bps with the corresponding FE known as the Turner energy rules [53] \{\Delta\Delta G_{bp}^{Turner, \cdot}\}, where the \{\cdot\} indicates a set of data and the subscript (bp) indicates a particular dinucleotide base pair such as \( \cdot \) or \( \cdot \). For a given bp at \((i, j)\), \( \Delta\Delta G_{ij}^{Turner} \) corresponds to the bases comprising \((i, j)\) and \((i+1, j-1)\). This quantity is added to the previous bp at \((i+1, j-1)\)

\[
\Delta G_{ij}^{bp} = \Delta\Delta G_{ij}^{Turner} + \Delta G_{i+1,j-1}
\]

where the subscript \( ij \) only depend on the particular residues comprising \((i, j)\) and \((i+1, j-1)\).

Both H-loops and I-loops use the Jacobson-Stockmayer (JS) equation to compute the entropy loss for formation of the loop.
\[ \Delta G_{JS}(n) = T(A_{JS} + \gamma k_B \ln(n)). \]  

(11)

where \( n = j - i \) for a H-loop and \( n = j - q - (p - i) \) for an I-loop. The JS equation is examined in detail in Parts I and II of this series. Briefly, \( A_{JS} \) is a constant expressing the average local entropy (Part II), \( \gamma \) is the same as defined in Eqns (4) and (5) and \( T \) is the temperature.

For H-loops,

\[ \Delta G^H_{ij} = \Delta \Delta G^C_{ij} + \Delta G_{JS}(n) \]  

(12)

where \( \Delta \Delta G^C_{ij} \) refers to the Turner closing base pair FE.

Similarly, for I-loops,

\[ \Delta G^I_{ij,pq} = \Delta \Delta G^C_{ij} + \Delta \Delta G^C_{pq} + \Delta G_{JS}(j - q - (p - i)). \]  

(13)

For MBLs, an approximation for the penalty is used

\[ \Delta G^M_{n,m} = T(C_0 + C_1 \sum_{k=0}^{m} n_k + C_2 m), \]  

(14)

where \( C_0, C_1, \) and \( C_2 \) are all fitted parameters, \( m \) is the number of branches that extend off of the MBL and \( n_k = p_{k+1} - q_k - 1 \) is the length of the free-strand segments of the MBL with \( k = 0, ..., m, \) \( q_0 = i \) and \( p_{m+1} = j \). The loop term becomes

\[ \Delta G^M_{ij,(pq)} = \Delta \Delta G^C_{ij} + \Delta G^M_{n,m} + \sum_{\{pq\}} \Delta G_{pq} \]  

(15)

where \( \Delta G_{pq} \) corresponds to a given branch in the MBL.

This recursive approach of the dynamic programming algorithm yields an optimal
solution because every \(ij\) in the matrix is evaluated and the answer yielded at \(i = 1\) and \(j = N\) \[54\]. Hence, assuming the model is correct and the recursive method to evaluate the model is also correct, the optimal solution should be the best solution. A considerable amount of detail has been skipped in this summary and the specifics depend on the particular implementation. Nevertheless, the general concept is as described.

**The CLE model in DPA calculations:**

In the CLE model, the DPA looks similar to the traditional method

\[
\Delta G_{ij} = \min \{ \Delta G_{ij}^{bp}, \Delta G_{ij}^{fs}, \Delta G_{ij}^{H}, \Delta G_{ij}^{I}, \Delta G_{ij}^{M}, \Delta G_{ij}^{PK} \} \tag{16}
\]

where \(\Delta G_{ij}^{PK}\) is the FE for a pseudoknot (PK) and the remaining terms resemble Eqn (9). Although apparently similar, the CLE is a very different approach.

First, the base pair FE is modified

\[
\Delta G_{ij}^{bp} = \Delta \Delta G_{ij}^{\text{Turner}} + \Delta G_{i+1,j-1} - T\Delta S_{ij}(N_{ij}) \tag{17}
\]

where Eqn (6) is added to Eqn (10) and \(N_{ij} = j - i + 1\).

Second, the various types of loops are different. For the H-loop,

\[
\Delta G_{ij}^{H} = \Delta \Delta G_{ij}^{C} - T\Delta S(N_{ij}). \tag{18}
\]

For the I-loop,

\[
\Delta G_{ij,pq}^{I} = \Delta \Delta G_{ij}^{C} - T\Delta S(N_{ij}) + \Delta G_{pq}^{bp}. \tag{19}
\]

Likewise, for the MBL,
Hence, for the secondary structure, there is one simple entropy calculation that is added to any bp or closing bp and that is all. However, because the CLE model processes the FE in terms of stems, these stems have to be scanned for changes in their structure, and there are a multitude of issues involved with defining a stem that go far beyond this brief introduction. There are also coaxial stacking issues in the MBLs and other structural matters with stems and loops that cannot be discussed here. Suffice it to say that over a length scale of at least $\xi$ (within all sub-structures), additional processing is often required to take into account the stiffness and stability of the structure.

Finally, there is the term $\Delta G_{ij}^{PK}$. Pseudoknots require handles to indicate what type of PK structure is involved, how these PK parts are connected to the remaining secondary structure that might extend out from the basic PK structure, and other types of information. However, whereas the PK requires a considerable amount of information processing, the FE is essentially calculated using Eqns (17) to (20). There are, of course, corrections to account for the closer proximity of the chains, an option to consider Mg$^{2+}$ binding and information about the 3D structure must be inferred and calculated. Nevertheless, the global entropy $\Delta S(N_y)$ is simply entropy, and doesn’t need further ado.

Hence, perhaps what is different about the CLE model is that it has only one type of global entropy evaluation for all contexts, it is straightforward to evaluate and, from Eqn (5), mainly depends on the relative distance between mers $i$ and $j$ and the magnitude of $\xi$.

As observed in Part II, the first term in Eqn (6) resembles the variable term in the Jacobson-Stockmayer (JS) equation, Eqn (11). In Eqn (6), the prefactor is $\nu \delta \gamma$. In standard implementations of RNA secondary structure prediction, it is implicitly assumed that $\nu = 1/2$, $\delta = 2$ and $\gamma = 1.75$ ($\nu \delta \gamma = 1.75$). However, recently, values ranging around $\gamma \approx 2.1$ have been reported in coarse-grained lattice calculations of bubbles (I-loops) in double-stranded DNA (dsDNA) [55,56] and in various types of...

\[ \Delta G_{ij \{pq\}}^M = \Delta \Delta G_{ij}^C - T \Delta S(N_y) + \sum_{(pq)} \Delta G_{pq}. \]
RNA loops [57]. This may reflect the case where $\nu = 3/5$, $\delta = 2$ and $\gamma = 1.75$ ($\nu\delta\gamma = 2.1$). Given this interpretation is correct, the bases in the chain (in the region around the dsDNA bubble) actually have expanded into the solvent, supporting the views proposed by Makarov and coworkers [51] and Weise and coworkers [58] that $\nu \approx 0.6$.

2.4. Application of the CLE model to RNA folding
Because Eqn (5) suggests that the global entropy mainly depends on the distance between mers $i$ and $j$ and the Kuhn length ($\xi$), and because Eqn (5) is a general expression that can be used with any distance $r_{ij}$, it is possible to calculate the global entropy for any configuration. The main point of this discussion is to give a good idea of how versatile the approach really is, and then it should be clear that the approach we use yields information about RNA folding.

RNA folding in general:
First, it is important to clarify some notation that applies to these problems.
A typical way to physically measure the folding of RNA in real time is by way of force-extension experiments [59,60]. The force-extension response of a polymer is typically measured with an experimental apparatus such as the optical tweezers [61,62] and the force is reported as $f_{\text{ext}}(r)$, where “ext” refers to the external force required to extend (or compress) the polymer. The distance $r$ is also measured as $r_{\text{ext}}$ because a measure of the internal $ij$-distance ($r_{ij}$) is difficult to obtain in a force extension measurement and $r_{ij}$ is inferred. The $ij$-distance can be inferred directly from bulk measurements of the radius of gyration in small angle x-ray scattering [63]. However, no information about the force can be obtained. Here, the main interest is the response of mers $i$ and $j$ when $r_{ij}$ deviates from its ideal $ij$-rmsd value ($r_{\text{rms},ij}$), not the response of the experimental device used to measure the polymer. The mutual response of the mers is $f_{\text{int}}(r_{ij})$ where $r_{ij}$ is understood to express the relative distance between mers $i$ and $j$ in terms of the mer frame of reference ($r_{\text{int},ij}$). Further detail can be found in Section 5 of Part I in this series. Readers accustomed to the traditional
form [62] should read \( f_{\text{int}}(r_{\text{int}}) = -f_{\text{ext}}(r_{\text{ext}}) \).

In Part I of this series, the following thermodynamic relationships were used

\[
TdS = dU + f_{\text{int}}(r)dr \quad \text{[heat flow equation]} \quad (21\text{a})
\]
\[
A = U - TS \quad \text{[Helmholtz equation]} \quad (21\text{b})
\]
\[
dA = -SdT - f_{\text{int}}(r)dr \quad (21\text{c})
\]
\[
f_{\text{int}}(r) = -\left( \frac{\partial A}{\partial r} \right)_T = T \left( \frac{\partial S(r)}{\partial r} \right)_T \quad \text{[force]} \quad (21\text{d})
\]
\[
S = -\left( \frac{\partial A}{\partial T} \right)_r \quad \text{[entropy]} \quad (21\text{e})
\]
\[
H = U + rf_{\text{int}}(r) \quad \text{[enthalpy]} \quad (21\text{f})
\]
\[
dH = TdS + rdf_{\text{int}}(r) \quad (21\text{g})
\]

where \( U \) is the internal energy.

Eqn (21d) requires comment. In principle, one would write

\[
f_{\text{int}}(r) = -\left( \frac{\partial A}{\partial r} \right)_T = -\left( \frac{\partial U}{\partial r} \right)_{T,V} + T \left( \frac{\partial S}{\partial r} \right)_{T,V} \quad (22)
\]

because \( (\partial U / \partial V)_{r,T} \) may be significant, particularly since the focus of this work is on the non-ideal behavior of the RNA polymer. Early experiments on the stretching of rubber [19,64,65] suggested that the internal energy of the polymer was negligible (less than 10% for stretching up to 3 times the initial length of the rubber [64]). From these studies, it was deduced that the mere deformation process should come without significant change in the internal energy, at least when considered apart from the mixing with solvent [19]. Hence, just as \( (\partial U / \partial V)_r = 0 \) for the ideal gas, \( (\partial U / \partial r)_T = 0 \). Nevertheless, issues like Mg\(^{2+}\) binding in force extension experiments [66] may suggest a certain degree of non-ideal character that may require including other information.

Using Eqn (21d) on Eqn (5), the force acting between two mers \( i \) and \( j \) on a polymer chain becomes
\begin{equation}
    f_{\text{int}}(r_y) = \frac{\delta k_u T}{\xi} \left( \gamma - \frac{\mathcal{G}_y r_y^{d-1}}{b^{d}} \right)
\end{equation}

where Eqn (23) has a minimum \((R_{y,e})\) at

\begin{equation}
    R_{y,e} = \left( \frac{\gamma}{\mathcal{G}_y} \right)^{1/d} b
\end{equation}

Hence, \(r_y < R_{y,e} \Rightarrow f_{\text{int}}(r_y) > 0\) and \(r_y > R_{y,e} \Rightarrow f_{\text{int}}(r_y) < 0\). This resembles the familiar spring equation using Hooke’s Law: \(f(x) = -k(x - x_0)\) with \(0 \leq x < \infty\).

Eqns (17) and (24) need some major refinement for large extensions of \(r_y\) when \(r_y \rightarrow (j-i+1)b\); the maximum extension. The interested reader can consult Part I of this series to find an example of such a correction in the hybrid worm like chain model (Part I, Section 5). For our purposes, the interest is directed to folding where these corrections can be neglected.

These equations can be applied generally to the structure of RNA, including the 3D structure. At any given stage of the folding process, the structure can be “frozen” and its free energy calculated using these equations for the chain entropy at least. A Heaviside function could be used to introduce the base pairing potentials with their limits on range. Hence, this is a highly versatile modeling approach that can be developed much further.

**RNA folding used in this work:**

The subject of the previous 4 parts of this series largely fell on the question of whether or not the CLE model could obtain a reasonable value for the global entropy. Whereas not everything is perfect, a considerable amount of testing already has been done that often shows comparable (or better) results than other approaches. Since the CLE modeling approach itself is entirely different, it is all the more significant.
Hence, with the CLE model, it follows that the entropic response of any partially folded structural configuration can be evaluated at the coarse-grained level for mers $i$ and $j$. Since suboptimal structures are also states of the RNA structure during folding, this means that suboptimal structures should also fall into this category. RNA folding in this work will be limited to looking at the suboptimal structures of a folded sequence.

2.5. Accounting for the heterogeneous nature of RNA

At this point, it is natural to ask “how do these models account for the fact that RNA is a heteropolymer?”. All coarse-grained entropy models (all models that use the JS equation [67-69], all lattice models [57,70-72] and, to a large extent, this CLE model) assume that the RNA at the coarse-grained level can be treated as though it were a homopolymer. There are several reasons why all these approaches can essentially sidestep this issue, at least to some extent.

First, for base stacking, empirical parameters from the Turner energy rules are used. For some limited range of temperatures and buffer environments, these can be expressed as $\Delta G_{bp}^{Turner} = \Delta H_{bp}^{Turner} - T\Delta S_{bp}^{Turner}$, where $\Delta H_{bp}^{Turner}$ is the enthalpy and $\Delta S_{bp}^{Turner}$ is the entropy of dinucleotide base pair formation respectively. Inspecting $\{\Delta S_{bp}^{Turner}\}$, one observes a range of values for RNA [73] between -19 and -37 kcal/molK (for AU and GC type bps, respectively) and for DNA [74] between -20 and -27 kcal/molK. The difference between GC and AU pairing is far more pronounced in RNA. This entropy term mostly arises from the freezing out of a large part of the free motion of the heterogeneous monomers due to coupling between the base pairs in the stack [20] and interactions with the solvent environment [33]. Since $\{\Delta S_{bp}^{Turner}\}$ represents empirical parameters for particular dinucleotide bps, part of the issue of heterogeneity of RNA polymers is solved by using accurate empirical parameters in the base pairs.

Second, in traditional RNA structure prediction methods [7,68], these interactions are often further augmented with corrections to the penalties for certain types of I-loops and important hairpin loops. Likewise, lattice models can take into account the physical space occupied by the bases in the loop region [72]. The CLE model makes
similar corrections based in part from information gathered on the corrections in the
traditional approaches, though more needs to be done to consider physical space as in
the lattice models. For pseudoknots, the CLE model implementations (vsfold5 and
vs_subopt) attempts to infer a fair number of structural issues based upon real RNA
structures. Hence, at least feeble attempts at considering structure and heterogeneity
are embedded in most of these approaches including the CLE implementations.

Third, another major correction for heterogeneity manifests itself in the flexibility
of the structure itself. Only the CLE model and the lattice model Kinfold [70,75]
consider the Kuhn length in any calculations. Not only is the flexibility largely frozen
out within the bases (and accounted for as a heterogeneous contribution through
\{\Delta S_{\text{Turner}}^{\text{bp}}\}), this flexibility can couple over a distance of several mers in a chain in
ssRNA and in double-stranded RNA (dsRNA), it can extend over the length of a stem.
Part of this flexibility results from the type of bases (e.g., a stem of GC bps versus one
of AU bps), other aspects emerge from the general stacking in the stem, and still other
sources are regions where Mg\(^{2+}\) can localize in pockets [29]. In the CLE model, Eqn
(8) describes local corrections that account for long-range coupling and heterogeneous
interactions between the mers (independent of \{\Delta S_{\text{Turner}}^{\text{bp}}\}) in the coarse-grained level of
interactions. At present, the Kuhn length is a user adjustable parameter because there is
no experimental data on how to objectively define the Kuhn length on the local scale of
stems. Nevertheless, plans are in place to develop vsfold5 and vs_subopt such that
some of this can be automated.

Fourth, it is apparent from the work of Felsenfeld that RNA approaches an ideal
polymer in behavior at room temperatures in high salt [39-41], suggesting that some
aspects of the Flory \(\Theta\) temperature can be mimicked even for heteropolymers like
RNA. This is far more uncertain for proteins [35,38]. Yet even the amino acid
heterogeneity of proteins can be address to some extent as the mere interaction of
hydrophobic and hydrophilic residues in lattice models [43,76,77]. Perhaps the
diversity of interactions in proteins drowns out the impact of specific interactions,
rendering such approaches feasible. The bases in RNA and DNA are similar to each
other when compared with the chemical diversity of proteins, making this a far less
contentious issue. This permits the use of more generic functions in these problems.
Certainly, a lot more needs to be done to gain further insights on the influence of heterogeneous interactions, particularly Mg$^{2+}$ interactions with RNA. Nevertheless, we think the heteropolymer issue of RNA is not so serious given the use of empirical base pairing free energies. Moreover, in the case of the CLE model, the empirical bp parameters are further augmented with a user definable Kuhn length.
3. A generalized solvent-polymer interaction model
The Flory-Huggins (FH) model for the polymer-solvent interactions originally addressed polymer swelling in which the ij-rmsd (Sec 2.1) was seen to increase quite dramatically in good solvent compared to the GPC model [19]. This effect occurs because there are strong attractive interactions between the polymer and the solvent and therefore, the solvent quickly coordinates with the polymer [8,10] occupying space normally taken up by the ideal polymer. The effect is so pronounced, that the rms end-to-end separation distance in Eqn (5) is seen to increase exponentially. In other instances, the same polymer can shrink or collapse to a much smaller size.

In this section, we derive a general expression for modeling collapse and swelling due to solvent interactions within the RNA structure prediction strategy of the CLE model as reviewed in Section 2. Swelling and collapse involve isotropic changes in volume, not simply the ij-distance (Section 2.4). Therefore, Section 3.1 introduces Flory’s concept of the elastic free energy, Section 3.2 introduces corrections to the ideal polymer using the virial equation, and Section 3.3 shows how to adapt this treatment to handle various Kuhn lengths and discusses how it is implemented in RNA structure prediction and folding.

3.1. The elastic free energy
The first task is to obtain the elastic effect of changing the volume. A convenient approach to this problem is to start from Flory’s development of the isotropic linear expansion parameter ($\alpha$) to define the elastic free energy. Let the ideal polymer state ($\nu = 1/2$) be defined as follows

$$r_{rms}^{GPC} = (\xi N)^{1/2} b$$  \hspace{1cm} (25)

and let $\alpha$ be defined as the isotropic linear expansion parameter

$$r_{rms} = r_{rms}^{GPC} \alpha ,$$  \hspace{1cm} (26)

where $\alpha = 1$ corresponds to the ideal polymer state ($r_{rms}^{GPC}$). In good solvent, $\alpha > 1$. 
In poor solvent, \( 0 < \alpha < 1 \). From Eqn (26), the swelling effect yields

\[
r_{rms} = \xi(N / \xi)^{3/5} b = r_{rms}^{GPC} (N / \xi)^{1/10} \quad \text{or} \quad \alpha = (N / \xi)^{1/10}
\]

As reasoned in Section 2, Eqn (3), in terms of the \( ij \)-rmsd, if one were to cut the terminal ends of the polymer at \( i \) and at \( j \) \((i < j)\) leaving a sequence of length \( N_j = j - i + 1 \), one should observe behavior consistent with Eqn (3) in Eqn (26), substituting \( N = N_j \). The objective is to find \( r_{rms} \) for each reference \( ij \) in the polymer. Defining \( N = N_j \), \( r = r_j \) and \( \alpha = \alpha_j \) (with \( r \) and \( \alpha \) variables) and using Eqn (26) to express the effect of solvent

\[
r'_j = \alpha_j r'_j ,
\]

and Eqn (4b) must also be modified

\[
\vartheta'_j = \frac{\vartheta_j}{\alpha_j} \quad \text{(28)}
\]

where substitution of \( r'_j \) and \( \vartheta'_j \) into Eqn (4) shows that Eqn (4) is invariant under these transformations. To simplify the notation in the rest of this section, we will continue to use \( N = N_j \), \( r = r_j \), \( \alpha = \alpha_j \) and \( \vartheta = \vartheta_j \).

Let \( N \) define a particular RNA model consisting of \( N = N_j \) mers. One can then picture a sample consisting of \( Q \) such RNA molecules, measured using X-ray spectroscopy. Alternatively, one can obtain \( Q \) samples of data from one single RNA molecule, where \( Q \) is assumed to contain a sufficiently large number of measurements.

The value of \( r = r_j \) in Eqn (4) represents a measurable thermodynamic state variable. For a given \( r \), let \( r_k \) define a microstate \( k \) of \( r \) where \( r_k \) has an
ij-separation distance ranging between \( r_k \) and \( r_k + \Delta r \). For the state \( k \), there will be \( Q_k \) identical RNA molecules with this range of ij-separation distances. For a large ensemble, \( Q_k \sim Qp(r_k)\Delta r \). Let \( \Delta r \approx b \) and

\[
\omega_k = p(r_k)(\Delta r / b)
\]

(29)

where \( \Delta r / b \) is used to set the resolution scale to \( b \).

Actually, the resolution scale is an important dimension to remember in these models because empirical parameters like the Turner energy rules already account for the entropy internal to the RNA bases via \( \{\Delta S_{bp}^{Turner}\} \) (Section 2.5). In as much as the bp entropy (internal to the mer) is decoupled from the chain entropy considered here, corrections for the Turner energy rules only emerge for \( \Delta r < b \). Likewise, the coarse-grained corrections of Eqn (8) emerge for \( \Delta r > b \) (Sec 2.1 and 2.2). Therefore, it is not just a convenient trick to whisk away unaesthetic terms, it demonstrates understanding as long as the resolution scale used is firmly embedded in the mind’s eye.

Now, the system is perturbed such that the parameters in Eqn (4) reflect the character of a distorted chain: \( r'_k = \alpha r_k \) (Eqn (27)) and \( \vartheta = \vartheta / \alpha \) (Eqn (28)), which leaves the overall character of Eqn (4) unchanged. We approximate the number of molecules having this state as \( Q'_k \sim Qp(r'_k / \alpha) \) and use these relationships in the Maxwell-Boltzmann expression

\[
\Omega = Q! \prod_k \frac{\omega'_k}{Q'_k!}
\]

(30)

and, taking the logarithm of both sides and applying Stirling’s approximation

\[
\ln(\Omega!) \approx \Omega \ln(Q) - Q, \text{ the expression becomes}
\]

\[
\ln \Omega = \sum_k Q'_k \ln \left( \frac{\omega'_k Q}{Q'_k} \right)
\]

(31)
Using the definition for \( p(r_i) \) and \( p(r_i / \alpha) \), the logarithmic term in Eqn (31) becomes

\[
\ln(\omega_i Q / Q_i) = \ln\left( \frac{p(r_i)}{p(r_i / \alpha)} \right) = \delta \left( \frac{r_i}{b} \right)^\delta \left( \frac{1}{\alpha^\delta} - 1 \right) + (\delta \gamma + 1) \ln(\alpha).
\] (32)

Eqn (32) is summed over all microstates of \( r_i \). Although the matter of resolution size was belabored on, it is customary to turn to integration at this point. The elastic contribution to the FE as a function of \( \alpha \) becomes

\[
A_{el}(\alpha) = -Qk_B T C^{\gamma \theta}_{\theta} \int_0^\infty \exp\left(-\delta \left( \frac{r}{\alpha \beta} \right)^\delta\right) \ln\left( \frac{p(r)}{p(r / \alpha)} \right) 4\pi \left( \frac{r}{\alpha \beta} \right)^\delta \gamma dr
\] (33)

and the result simplifies to

\[
A_{el}(\alpha) = (\delta \gamma + 1)Qk_B T \left\{ \frac{1}{\delta} (\alpha^\delta - 1) - \ln \alpha \right\}
\] (34)

where inspection of Eqn (34) shows that it is positive for both \( 0 < \alpha < 1 \) and \( \alpha > 1 \). Substituting \( \delta \equiv 2 \) and \( \gamma \equiv 1 \) for the GPC solution yields

\[ A_{el}(\alpha) = 3Qk_B T [(\alpha^2 - 1) / 2 - \ln \alpha], \]

which is exactly Flory’s solution for the elastic contribution to the FE when the chain is distorted when the system is a GPC [19].

Now, differentiating this expression yields the optimal value for \( \alpha \)

\[
\frac{\partial A_{el}(\alpha)}{\partial \alpha} = Qk_B T(\delta \gamma + 1) \left( \alpha^{\delta - 1} - \frac{1}{\alpha} \right)
\] (35)

and solving Eqn (35) for \( \partial F_{el} / \partial \alpha = 0 \), yields \( \alpha = 1 \). This should be expected because, so far, nothing has been done to perturb the system from its ideal state. The source of
this contribution will come from higher order terms associated with volume.

Eqn (34) can also be expressed in terms of $V$. Let $V_o = r_o^3$ and let $x_o^2$, $y_o^2$ and $z_o^2$ be the rms deviation in Cartesian coordinates for the 3D Gaussian distribution function. Then using Eqn (27),

$$V = (r_o \alpha)^3 = V_o \alpha^3. \quad (36)$$

and, working from $V$ directly for the case of the GPC ($\delta = 2$ and $\gamma = 1$) and ignoring the $Q$, which is arbitrary because it depends on the sample size,

$$A_{\alpha}(V) = k_B T \left( 3 \left( \frac{V}{V_o} \right)^{2/3} - \ln \left( \frac{V}{V_o} \right) \right) \quad (37)$$

and evaluating the derivative, one finds

$$\left( \frac{\partial A_{\alpha}(V)}{\partial V} \right)_T = k_B T \left( 2 \frac{1}{V_o^{2/3} V^{1/3}} - \frac{1}{V} \right) = k_B T g(V). \quad (38)$$

This shows the ideal polymer resists both swelling and collapse away from an ideal size $V_c = (1/2)^{1/2} V_o$, just like Eqns (23) and (24) for $R_c$.

Eqn (34) expresses the FE difference caused by a change in volume from the ideal state ($V_o$) to a swelled or collapsed state ($V$)

$$\Delta A_{\alpha} = A_{\alpha}(V) - A_{\alpha}(V_o) = k_B T \left\{ 3 \left( \frac{V}{V_o} \right)^{2/3} - \ln \left( \frac{V}{V_o} \right) \right\} - 3k_B T \quad (39)$$

and, substituting $V = V_o \alpha^3$, one obtains Eqn (34).
3.2. A model for the volume contributions in polymers

To find the internal energy contributions of a polymer, a model for the virial equation is needed. The virial equation for a real gas or liquid is expressed in the following general form [78]

\[
P = -\left(\frac{\partial A}{\partial V}\right)_T = k_B T \left\{ B_1 \left(\frac{Q}{V}\right) + 2B_2 \left(\frac{Q}{V}\right)^2 + 3B_3 \left(\frac{Q}{V}\right)^3 \ldots \right\}
\]

(40)

where \( V \) is the volume, \( Q \) is the number of atoms (or molecules) of gas, \( P \) is the pressure, and one can see that the first term of this expression corresponds to the ideal gas (i.e., \( B_1 = 1 \) and c.f., \( PV = Qk_B T \)). The terms following involve two-body (\( B_2 \)) and three-body (\( B_3 \)) interactions [8]. The \( B_2 \) term is largely attributed to repulsive interactions that arise when two gas molecules come within too close a proximity to each other and the \( B_3 \) term (and higher order terms) often arises due to weak attractive interactions between the gas molecules.

For an ideal polymer,

\[
P = -\left(\frac{\partial A}{\partial V}\right)_T = -\left(\frac{\partial U}{\partial V}\right)_T + T\left(\frac{\partial S}{\partial V}\right)_T
\]

(41)

which is analogous to Eqn (22). Just like the ideal gas, \( (\partial U / \partial V)_T = 0 \) and this leads to

\[
P = T\left(\frac{\partial S}{\partial V}\right)_T
\]

(42)

and, for convenience, we will assume that Eqn (42) is correct.

Polymer swelling (or collapse) involves a process associated with volume (\( V \)). The volume is connected with the ij-rmsd through Eqn (26); \( V = (r_{rms})^3 = (\alpha r_{rms}^{GPC})^3 \). To construct a solution for the equation of state for a polymer, it is easiest to start from
the free energy

\[ A(V) = A_{el}(V) + A_{vol}(V) + \text{terms independent of } V \]  \hspace{1cm} (43)

where \( A_{el}(V) \) is Eqn (37) and \( A_{vol}(V) \) expresses the volume interactions [10],

\[ A_{vol}(V) = Q k_B T \left\{ B_2 \frac{Q}{V} + B_3 \left( \frac{Q}{V} \right)^2 \ldots \right\}, \]  \hspace{1cm} (44)

where \( Q/V \) reflects the concentration of the RNA polymer, it is assumed that the total volume is occupied by \( Q \) such molecules, and \( B_2 \) and \( B_3 \) are the second and third virial coefficient (as in Eqn (40)). In principle, for the true ideal polymer, one finds \( B_2 = 0 \) and \( B_3 = 0 \) (Eqns (34) and (37)). However, real polymers are not anything remotely Gaussian in character, and this means that what happens at Flory’s \( \Theta \) temperature, is that all the higher order terms in Eqn (44) almost exactly cancel each other. Nevertheless, we assume the ideal polymer exists (or at least that the corresponding \( B_2 \) and \( B_3 \) are small enough). Substituting Eqn (37) and Eqn (44) into Eqn (43), one obtains

\[ A(V, B_2, B_3) = k_B T \left\{ 3 \left( \frac{V}{V_o} \right)^{2/3} - \ln \left( \frac{V}{V_o} \right) \right\} \]
\[ + k_B T \left\{ Q B_2 \frac{Q}{V} + Q B_3 \left( \frac{Q}{V} \right)^2 \right\} + \text{terms independent of } V \]  \hspace{1cm} (45)

Since the purpose of this work is to obtain an expression for \( A \) in terms of \( N \) (the number of mers) and the present units of \( Q/V \) are molecules per equivalent volume, further transformations are needed. Let \( V_m = r_m^3 \), \( Q = V/V_m \), and \( N \) be the sequence length of the RNA. Then, using Eqn (36), \( Q/V \) is redefined such that
where the concentration now measures the number of mers contained in the volume of a single molecule of RNA and corrective weights such as $4\pi/3$ (i.e., a “spherically symmetric” RNA molecule) are assumed to be absorbed into the virial coefficients. It is justified to set $Q=1$ in Eqn (46) because RNA folding and structure prediction is directed to what can be effectively termed a single molecule measurement. Since the equations presumably already reflect the statistical properties of any number of such molecules, the result for one RNA molecule is the same as for many.

There is a further complication. Eqn (37) has an implicit $N$ in the volume term already. Moreover, we are looking at the volume generated by a sequence of length $N = N_{ij}$ where the equations say absolutely nothing whatsoever about $N_{i+1,j-1}$. Though it may be natural to infer some relationship, the equations could care less. As a result, we are only counting $ij$-rmsd. Therefore, just like we don’t multiply Eqn (23) by $N_{ij}$, so we also do not multiply Eqn (37) by such an $N$. On the other hand, Eqn (44) is simply imported from Eqn (40). In essence, what has been assumed is that the monomers of a single RNA molecule can be represented as a “gas”. This depends on the number of “gas particles” in the volume of the polymer; i.e., the sequence length $N$. Rewriting Eqn (45) in terms of $V_m$ and $N$, one obtains

$$A(V_m, B_2, B_3) = k_B T \left\{ 3 \left( \frac{V_m}{V_0} \right)^{2/3} - \ln \left( \frac{V_m}{V_0} \right) \right\}$$

$$+ k_B T \left\{ B_2 \frac{N^2}{V_m} + B_3 \frac{N^3}{V_m^2} \cdots \right\} + \text{terms independent of } V_m$$

(47)

Evaluating Eqn (47) in terms of Eqn (41), an expression resembling Eqn (40) is obtained.
\[
P = -\left( \frac{\partial A}{\partial V_m} \right)_T = T \left( \frac{\partial S}{\partial V_m} \right)_T = k_B T \left\{ N B g(V_m) + B_2 \left( \frac{N}{V_m} \right)^2 + 2 B_3 \left( \frac{N}{V_m} \right)^3 \right\}
\]

(48)

where \( g(V) \) is defined in Eqn (38) and \( B_1 = 1 / N \). Substituting \( V_m = V_o \) into Eqn (38) and assuming \( B_2 = 0 \) and \( B_3 = 0 \), one obtains \( P = k_B T / V_o \), which is the osmotic pressure of an ideal polymer with \( B_1 = 1 / N \). Since \( N \) is proportional to the molecular weight, Eqn (48) is consistent with the equations for osmotic pressure [79].

Using the definition of a perfect polymer \( B_2 = 0, B_3 = 0 \) and employing Eqn (46),

\[
\Delta A(\alpha) = A(\alpha, B_2, B_3) - A(1, 0, 0) = \Delta A_{el} + \Delta A_{mol}
\]

\[
= 3 k_B T \left\{ \frac{1}{2} (\alpha^2 - 1) - \ln \alpha \right\} + k_B T \left\{ B_2 \frac{N^2}{(r_\alpha)^3} + B_1 \frac{N^3}{(r_\alpha)^6} \right\}
\]

(49)

The general expression for Eqn (49) is

\[
\Delta A(\alpha) = (\delta \gamma + 1) k_B T \left\{ \frac{1}{\alpha} (\alpha^\delta - 1) - \ln \alpha \right\} + k_B T \left\{ B_2 \frac{N^2}{(r_\alpha)^3} + B_3 \frac{N^3}{(r_\alpha)^6} \right\}
\]

(50)

Now, taking the derivative of Eqn (49)

\[
\left( \frac{\partial A}{\partial \alpha} \right)_T = 3 k_B T \left\{ \alpha - \frac{1}{\alpha} \right\} - 3 k_B T B_2 \frac{N^2}{(r_\alpha)^4} - 6 k_B T B_3 \frac{N^3}{(r_\alpha)^7}
\]

(51)

and solving for the stationary points, one obtain

\[
\alpha^5 - \alpha^3 = \frac{B_2 N^{1/2}}{b^3} + \frac{2B_3}{b^6 \alpha^3}
\]

(52)

where in good solvent, one can typically ignore the constant contribution of \( B_1 \). The
relationship between $B_2$ and $B_3$ can, in principle, be found either by calculation or by experiment.

If $B_2$ and $B_3$ are zero, $\alpha = 1$. This is known as the athermal condition where the polymer behaves as though it were a GPC (or somehow we find $T \approx \Theta$).

In the limiting case of large $N$ and in good solvent conditions, one can see that the dominant term is $B_2$. Solving Eqn (52) for $B_2 \gg B_3$

$$\alpha_{max} \sim \left( \frac{B_2 N^{1/2}}{b^3} \right)^{1/5} = \frac{B_2^{1/5} N^{1/10}}{b^{3/5}}$$

(53)

and

$$r_{max} = \alpha_{max} r_0 = \left( \frac{B_2}{b^3} \right)^{1/5} N^{3/5} b.$$  

(54)

For a polymer in poor solvent, one finds a situation where $B_2$ is negative and both $B_2$ and $B_3$ are significant. Rearranging Eqn (52) yields a polynomial equation that can be solved using numerical methods

$$\alpha^8 - \alpha^6 - \frac{B_2 N^{1/2} \alpha^3}{b^3} - \frac{2B_3}{b^6} = 0$$

(55)

In the limiting case of large $N$, Eqn (55) reduces to

$$\alpha_{min} \sim \left( \frac{2B_3}{-B_2 N^{1/2} b^3} \right)^{1/3} = \frac{1}{bN^{1/6}} \left( \frac{2B_3}{-B_2} \right)^{1/3}$$

(56)

and

$$r_{min} = \alpha_{min} r_0 = \left( \frac{2B_3}{-B_2} \right)^{1/3} N^{1/3}$$

(57)
where $B_2$ has units of volume and $B_3$ volume squared.

We have obtained the excluded volume $r \propto N^{3/5}$ dependence and the corresponding globular case where $r \propto N^{1/3}$ [10].

For completeness, we write the general form for Eqn (52), which can be found by using the same procedures as used to derive Eqn (50)

$$
\alpha^{\delta+3} - \alpha^3 = \frac{3B_2N^{1/2}}{(\delta \gamma + 1)b^3} + \frac{6B_3}{(\delta \gamma + 1)b^6}\alpha^3
$$

(58)

where one can quickly see that for $\delta \equiv 2$ and $\gamma \equiv 1$, Eqn (58) reduces to Eqn (52). Moreover, applying the renormalization group solution of $\delta \approx 2.5$ into Eqn (58) and a small positive constant for $B_2$, one quickly observes the renormalization group estimate for $2\nu$: $2\nu = 13/11 \approx 1.18$. Hence, this independent approach of the FH model appears to have generated some of the critical exponent values that are surprisingly consistent with renormalization group theory [8].

### 3.3. Application to RNA structure prediction and folding

The general approach of RNA structure prediction and folding was explained in Section 2.4. The approach introduced here is effectively a refinement of the approach already developed in the CLE model. To adapt the FH model to RNA structure prediction and folding, the first task is to solve Eqn (52) or (58) for $\alpha_{ij}$. All equations referencing bp $ij$ will now explicitly contain $ij$ indices.

In Section 3.2, the Kuhn length was neglected. RNA has a Kuhn length that influences the stiffness of the RNA and reflects how nature has reduced the number of degrees of freedom on the biopolymer to produce the structure one sees in journals and textbooks. Having a Kuhn length $\xi > 1$ means that we must divide the sequence into $N_{ij}/\xi$ effective mers (or epitimers) each of which has a length $\xi b$, Eqn (2).

To do RNA structure prediction with the CLE model, one must estimate the $ij$-rmsd for each base pair $(i, j)$ in the polymer chain rather than just the extreme ends.
(i \equiv 1 \text{ and } j \equiv N). The \( \alpha_y \) parameter depends on \( N_y \) and \( \xi \). At the same time, \( \alpha_y \) only depends on the difference \( n = j - i + 1 \), hence, it is only necessary to compute \( \alpha_n \) and then use that value for all \( n = j - i + 1 \). In Eqn (27), \( \alpha_{ij} \) is a function of \( N_y \) and, for each base pair \((i, j)\),

\[
\begin{align*}
    r_y &= \alpha_i r_{y_i} = (N_y / \xi)^{\nu_i} \xi \, b \quad (59) \\
    \alpha_{ij} &= (N_y / \xi)^{\nu_{ij}^{-1/2}} \quad (60)
\end{align*}
\]

Making appropriate substitutions, Eqn (56) becomes

\[
\alpha_y^5 - \alpha_y^3 = \frac{B_2 (N_y / \xi)^{1/2}}{(\xi b)^3} + 2 \frac{B_3}{(\xi b)^6} \alpha_y^5 \quad (61)
\]

or, for \( \delta \neq 2 \text{ and } \gamma \neq 1 \), (61) takes on the form in Eqn (58)

\[
\alpha_y^{\delta+3} - \alpha_y^3 = \frac{3B_2 (N_y / \xi)^{1/2}}{(\delta \gamma + 1)(\xi b)^3} + \frac{6B_3}{(\delta \gamma + 1)(\xi b)^6} \alpha_y^3 \quad (62)
\]

Only positive roots of Eqns (61) and (62) can be used and the dominant term is \( B_2 \) when \( N_y \) is large. If \( \alpha_y > 1 \) and \( N_y \) is large, then \( \alpha_y^{\delta+3} > \alpha_y^3 \) and \( B_2 \) must be positive. If \( 0 < \alpha_y < 1 \) and \( N_y \) is large, then \( \alpha_y^{\delta+3} < \alpha_y^3 \) and \( B_2 \) would tend to be negative, \( B_3 \) positive and \( \nu_y < 1/2 \) (for any large value of \( N_y \)). Hence, specifying a negative value for \( B_2 \) will insure that the response of the polymer will resemble a globular system for \( N_y \) larger than some length that depends on the particular coefficients in the two-body and three-body interaction terms. Values of \( B_3 \) must be positive to generate a positive real root in this case. If \( B_2 \) is positive, then, irrespective of \( B_3 \) (usually positive), \( \nu_y > 1/2 \) and \( B_3 \) can be neglected in most cases. Finally,
when $B_2 = 0$ and $B_3 = 0$, the equation reduces to the GPC for large $N_y$.

The exponent $\nu_y$ can be expressed as a function of $\alpha_y$ through the following relationship

$$
\nu_y = \frac{1}{2} \left( 1 + \frac{2 \ln(\alpha_y)}{\ln(N_y/\xi)} \right).
$$

Eqn (63) can now be substituted into Eqn (6) for each $\nu_y$ yielding

$$
\Delta S(N_y, \nu_y, \xi) = \frac{k T}{\xi} \left\{ \nu_y \delta y \ln\left( \Psi(\nu_y, \xi)N_y \right) - \xi(\delta, \gamma) \left\{ 1 - \left( \frac{1}{\Psi(\nu_y, \xi)N_y} \right)^{\nu_y} \right\} \right\}
$$

where $\lambda$ is defined in Eqn (6), $\zeta$ in Eqn (4c) and

$$
\Psi(\nu_y, \xi) = \frac{1}{\xi} \left( \frac{\xi}{\lambda} \right)^{1/\nu_y} b
$$

and the remaining formalism of Eqns (7) and (8) are also used. In Eqn (63), for $0 < \alpha_y < 1$, $0 < \nu_y < 1/2$, and for $\alpha_y \geq 1$, $\nu_y \geq 1/2$. In general, physical values for $\nu_y$ range from roughly $0 < \nu_y < 0.6$.

In the limit of large $N_y$ and $B_2 < 0$, $\alpha_y = \left\{ 2B_3 / \left[ -B_2 (N_y / \xi)^{1/2} (\xi b)^3 \right] \right\}^{1/3}$ and

$$
r_{rms,j,y} = r_{rms,j}^{GPC} \alpha_y = \left\{ 2B_3 N_y / \left( -B_2 \xi \right) \right\}^{1/3}
$$

For the infinite chain with this kind of compaction, it is very important that the result of $r_{min}$ satisfy Eqn (57); i.e., Eqn (57') with $\xi = 1$. For spherically symmetric beads on a chain with a volume $(\xi b)^3$, the density $(\rho)$ of the material in the limit of large $N$ is
\[ \rho = \frac{N}{(r_{mm})^3} \propto N / \left\{ 2B_3N / (-B_2 \xi) \right\}^{3\nu} \] [80,81]. For \( \xi > 1 \), over some initial range of \( N \), \( \nu \) can be smaller than \( \nu = 1/3 \). This is because the volume of an RNA base is smaller than the volume of the effective mer: c.f., \( b^3 < (\xi b)^3 \). Likewise, for the ideal polymer, \( [N^{1/2} b]^3 < [(\xi N)^{1/2} b]^3 \). Therefore, a considerable amount of space is unused for \( \xi >> 1 \). Nevertheless, this sets a further restriction on acceptable sizes for \( \nu \) that should be remembered.

Table 1 summarizes the general characteristics of \( \nu_y \) for a given set of polymer-solvent conditions and the corresponding virial coefficients. Table 2 shows the solutions for virial coefficients \( B_2 \) and \( B_3 \) as a function of \( \xi \) for a coexistence region with critical length at \( N_c \sim 50 \) nt (where the transition occurs) and a critical width of \( R_c \sim \pm 10 \) nt (the main span over which the drop occurs) and standard conditions \( \delta = 2 \), and \( \gamma = 1.75 \). Fig 1 and 2 plot the results of Table 2. Particularly for the larger values of \( \xi \) in Table 2, there is a rough tendency for \( B_2 \) and \( B_3 \) to follow \( B_1 \sim (B_2)^2 / 2 \) and \( B_3(\xi) = \prod_{k=1}^{\xi-\xi_0} (\xi_0 + k) / (\xi_0 + k - 1) \), where \( \xi_0 \) is a reference Kuhn length and \( \xi \) and \( \xi_0 \) should be treated as integers in the product.

Figure 3 shows a calculation of the coexistence region using Eqn (62) with \( \xi = 4 \) nt and using the parameters in Table 2. From Eqn (62) with \( B_2 < 0 \) and \( B_3 > 0 \), the value of \( \alpha \) ranges from 0 to 1. The coexistence region lies between \( N_{c1} = 40 \) and \( N_{c2} = 60 \) nt \((R_c = \pm 10)\) in Fig 3, and the mid-point is at \( N_c = 50 \) nt. This is assigned as the critical point \((N_c)\). The width on each side of \( N_c \) is 10 nt. Translating \( \alpha \) into \( \nu \) using Eqn (63), the values are shown in the lower part of Fig 3 as a function of sequence length \( N \) for the same conditions \((\xi = 4 \) nt).

Solutions tend to follow the general tendencies predicted in Table 1, at least in the limits. For example, the solution in Fig 3 for large \( N \) gradually increases from 0.17 to 0.283 (at \( N > 20000 \)). However, not all combinations of \( B_2 \) and \( B_3 \) are reasonable values when \( B_2 < 0 \). For one thing, some solutions of Eqn (63) can be negative around the coexistence region and gradually turn positive only as \( N \)
increases away from $N_c$. Both $B_2$ and $B_3$ tend to show geometric growth with increasing $\xi$. It is important therefore not only to seek solutions with positive roots for $\alpha$, but also roots that yield a positive value for $\nu$ in Eqn (63).

Eqns (62) through (65) are new to the RNA structure prediction; particularly when generalized for $\gamma$, $\delta$ and $\xi$. Further, using the CLE formalism where the focus is on the stem interactions and base pairing $(i, j)$ with a weight $N_{ij} = j - i + 1$, this perspective is new. However, what is far more important is to model the environment of a biopolymer correctly. We have shown in the previous four parts and in previous work that this formalism is certainly competitive with existing formalisms that focus on loops. Presumably, if a model is good, it gets better with better information.

3.4. Experimental values of $B_2$ in relation to RNA

Up to this point, everything has been done from the standpoint of theory. Here we look at what we can glean out from the experimental side of the picture.

Experimentally, Eqn (52) is usually measured using some form of the following expression [19]

$$\alpha^5 - \alpha^3 = C \left(1 - \frac{T}{\Theta}\right)$$

(52')

where, in practice, $C$ is a positive empirical constant. Since the dominant term tends to be $B_2$, the right hand side is roughly proportional to $B_2$ and this means that $B_2$ changes sign as it passes through the $\Theta$ temperature.

In applying these equations to experiments, the “volume” ($V$ or $V_m$) in these equations describes the volume of the polymer, but a real experiment measures $B_2$ and $B_3$ via osmotic pressure and this is measured in terms of the concentration of solute $c_{RNA}$ mixed together within a significant volume of solvent ($V_{\text{expt}}$). The equations conveniently ignored these “details”. Like magic, $V_m$ conveniently arrived on the scene. A real $V_m$ requires someone to measure it in an experiment via the radius of
gyration to infer the value of $r_{\text{rms}}$. How might we connect these equations to any experiments?

The virial coefficients need to be weighted by the volume of the polymer and solvent mixture ($V_{\text{expt}}$) and the quantity of solute ($Q_{\text{RNA}}$), where $c_{\text{RNA}} \leftrightarrow Q_{\text{RNA}} / V_{\text{expt}}$. Since concentration is usually measured in units of M or mg/ml, for example, $B_2$ needs to be weighted by a conversion factor $w_c$. A conversion ($w_c$) between nm$^3$/mer to M$^{-1}$ is 0.602 merM$^{-1}$nm$^{-3}$. In addition, $c_{\text{RNA}}$ contains the number of moles of the molecule, not the number of mer in the molecule. It is then necessary to rescale $V_m$ to reflect $V_{\text{expt}}$. This is done by weighting $B_2$ by $Q_{\text{RNA}}V_m / V_{\text{expt}}$, where $V_m$ is weighted by $Q_{\text{RNA}}$ in order to account for the number of RNA molecules in the volume $V_{\text{expt}}$. Therefore, a corresponding experimentally measured value for the $n^{th}$ virial coefficient ($B'_n$) would require formulating the equations in this section to the following

$$B'_n = B_n \left( w_c Q_{\text{RNA}} V_m / V_{\text{expt}} N \right)^n$$

where $B'_n$ is calculated using $c_{\text{RNA}}$. This means that one needs to know the value of $V_m$ at the $\Theta$ temperature. It also assumes that the Kuhn length doesn’t change, which is unlikely to be the case. Such a myriad of issues cannot be addressed here and will have to be ignored. The point is, these are very difficult experiments to do and the interpretation is complex to say the least.

There is very little experimental information on $B_2$ values. The only measured $B'_2$ data available is from Felsenfeld and coworkers [39,40]. For poly(A) in 1M NaCl, the low temperature (10$^\circ$C) and high temperature (50$^\circ$C) data shown a positive $B'_2$, but at room temperature, $B'_2$ was negative. For poly(U) in 2M NaCl, $B'_2$ increased monotonically from a negative value at 10$^\circ$C to a positive value up to 50$^\circ$C with the $\Theta$ temperature located around 18$^\circ$C. It is clear from Felsenfeld’s data that more salt actually causes $B_2$ to go negative sooner and perhaps more strongly. Therefore,
lower salt conditions inside the cell may yield a tendency toward a positive \( B_2 \).

How to combine these results with real RNA is not obvious. In general, \( B_2 \) would be more positive at higher temperatures because the water is able to solvate the RNA better. Interestingly, adding divalent cations to RNA tends to cause the Tetrahymena ribozyme to collapse into a globular structure [27,82]. Felsenfeld’s data also suggests that increasing the ionic strength drives \( B_2 \) more in the direction of a poor solvent at typical experimental temperatures. This would suggest that a negative \( B_2 \) is one way to model the long range effects of divalent cations.

In the ambient temperature range for poly(A), Felsenfeld and coworkers [39] reported \( B_2 \) values ranging -0.001 to -0.020 for sequences lengths of order \( N \approx 1400 \) nt for a sample with a concentration of 170 mg of solute in 32 ml of solvent. Estimating \( \xi = 8 \) nt and \( b = 5.9 \) Å, \( r_{n_0} = (\xi N)^{1/2} b \approx 62.4 \) nm, \( V_m = r_{n_0}^3 = 2.4 \times 10^5 \) nm\(^3\), \( V_{\text{expt}} = 37 \) ml \( \rightarrow 3.7 \times 10^{22} \) nm\(^3\), and

\[
(170 \text{ mg poly}(A))(10^3 \text{ g/mg}) [\text{mol}/(338 \text{ g} \times 1400 \text{ mers})] \rightarrow 3.6 \times 10^{-7} \text{ mol poly}(A) \\
\rightarrow Q_{\text{RNA}} = 2.2 \times 10^{17} \text{ poly}(A)
\]

Then, using the value for \( B_2 \) in Table 2,

\[
B'_2 = B_2 \left[ \frac{w_c Q_{\text{RNA}} V_m}{V_{\text{expt}} N} \right] = (-12) \left[ 6.1 \times 10^{-4} \text{ M}^{-1} \right] \\
\rightarrow -7 \times 10^{-3} \text{ M}^{-1}
\]

which is in the ball park of what Felsenfeld and coworkers observed, though it is not clear exactly how strong the stacking effect and corresponding stiffness of the poly(A) was in the sample. This is little more than a shot in the dark and the existing data is surely inadequate for an accurate interpretation of anything pertaining to RNA in general. Nevertheless, if we are willing to extrapolate on the observations of Felsenfeld et al., then the tendency for RNA to collapse as a result of the addition of Mg\(^{2+}\) is largely a peculiar and counterintuitive consequence of solvent collapse. Perhaps the RNA begins to prefer itself more than the solvent in the presences of the
divalent cations.
4. An approximation model: the effective Flory-Huggins model

In Sections 3 we developed the theory for Flory-Huggins model. That model can be extended by including the additional virial coefficients $B_n$ and these virial coefficients can even be measured experimentally, in principle. In this way, the study in Section 3, supplemented with the contributions from the CLE model, permits us to move out of the world of “ideal polymers” to a more accurate and experimentally sound model of the polymer chemistry. However, it is also clear from the latter part of Section 3, that obtaining these parameters is not easy. Indeed, some solutions are inadmissible because they yield unphysical results. Since the virial parameters depend upon environmental conditions, it requires considerable study and experimental measurement under a variety of conditions to develop a full set for such a model. That set is largely lacking. At the current stage of development, we also have not really been able to test this model beyond a few example problems such as those we provide in Section 5. The precise position, size and solvent dependence of the coexistence region are largely unknown. Therefore, although formally and aesthetically pure, at a practical level, calculations with genuine virial coefficients are not particularly convenient at this time. We therefore introduced an option “-pflory” in vsfold5 (and vs_subopt) that attempts to imitate the behavior of $\nu_\eta$, without the complications of seeking appropriate values for $B_2$ and $B_3$.

An example of the behavior of $\nu_\eta$ for some hypothetical RNA conditions is shown schematically in Fig 4. In Fig 4, the RNA is depicted either existing in a swelled state ($\nu > 0.5$) or existing as a default state like the GPC ($\nu = 0.5$) at short lengths (due to the exposure of RNA to solvent) and becoming more globular at very long lengths where the polymer has more chances to squeeze out solvent and increase the number of contacts with itself. The region labeled $N_c$ indicates the critical length where this transition occurs. The parameters $R_\nu$ indication the coexistence region where $\nu_\eta$ transitions between $\nu_1$ ($N_\eta < N_c$) and $\nu_2$ ($N_\eta > N_c$).

In the FH model with the real parameters, we modeled the transition in the coexistence region by a sudden drop at the midpoint. Here, we opted to control this
behavior by allowing parameters $R_e$ to define the sharpness of that drop and permitting the equation to be a linear transition. The precise character of $\nu_\theta$ in the coexistence region is not well understood for most biomolecules in any environment. Therefore, since the user can have full control over the parameters $R_e$ and $N_e$, rather than enforce some arbitrary and literal evaluation scheme, we have left it up to the user to decide how best to construct this region.

The model is intended to approximated the attraction effect when $B_2 < 0$ and $B_3 > 0$. However, swelling can be also modeled this way by setting $\nu_1 = \nu_2$ and using an arbitrary $R_e$ and $N_e$. The user can alter these values with the options “-pfNe N_e” and “-pfRe R_e” (where $N_e$ and $R_e$ reflect appropriate input values).

The advantage to approaching the problem this way is that one can obtain and control the properties of this polymer swelling effect without having to solve for the second and third virial coefficients ($B_2$ and $B_3$). This model does not replace the FH model as much as circumvent the difficulties of solving non-integral sixth order polynomial equations. The virial coefficients are very strongly dependent on the Kuhn length ($\xi$), and therefore, finding the exact parameters that produce a particular shape for $N_e$ (with $R_e$) depends strongly on $\xi$, $\delta$, and $\gamma$.

Since short RNA sequences tend to behave similar to a GPC due to significant solvent exposure and long RNA sequences tends to form compact structures with little solvent occupying the space inside, at present, the default parameters used in vsfold5 are $N_e \sim 50$ nt, $R_e \sim 10$, $\nu_1 = 0.5$, and $\nu_2 = 0.3$. Whereas these parameters appear to be consistent with the general tendencies of RNA polymers, the user has the option to change the parameters if better information is available.
5. Application of the model

To this point, only the theoretical aspects of this model have been explained. Whereas the model has considerable potential, and was provided with the earliest web versions of \textit{vsfold} (\url{http://www.rna.it-chiba.ac.jp}), few opportunities have emerged to test the model rigorously.

In Part III, the folding landscape of structures for tRNA(Phe) using straight GPCs parameters was examined. The resulting set of structures is shown in Fig 5. In Fig 5(top), we carry out the same calculation including the Flory-Huggins (FH) parameters for $\xi = 5$ nt listed in Table 2. The bottom listing is the same as found in Part III. The funnel shape shows some visible improvement when the option for the FH model is used. Nearly all the structure examined from the bottom up show an order that might reasonably be expected in a denaturing/refolding experiment. The bottom most structure contains the partially folded tRNA intermediate on 5’ domain and a weak hairpin on the 3’ domain. The 3’ domain vanishes in the next frame and a gradually compacting pseudoknot intermediate takes its place. From there, the structure takes up the familiar final course.

The SAM ribozyme in Fig 6 of Part III was also redone using the Flory option. For that sequence, with the exception of differences in the energies, there was no significant difference between the suboptimal structures predicted with the FH model and those predicted with the parameters (Table 2) for $\xi = 9$ nt and all other conditions identical. Although adding the Flory option is likely to introduce more complexity and bring about observable structure changes, it still does not necessarily mean that anything will actually happen. Nevertheless, the energy was lower, which is likely to have provided some additional favorability to the P1 stem.

As a third example, we show how the Flory contribution affects the behavior of tmRNA. The tmRNA consists of four pseudoknots PK1-4 (Fig 6(a)) [83,84], where tRNA(Ala) is compared on the top right side of the same panel. Individually, \textit{vsfold5} (and \textit{vs_subopt}) can fit all four of these pseudoknots (PK). Hence, treated on a domain level as discussed in Part IV, each PK module is solvable using \textit{vsfold5} for some Kuhn length. However, three of the four PKs (PK2,3, and 4) have at least one long stem that is much longer than those on PK1 (which is the most critical and has the short stems). In
Part II (Section 7), we observed that using improper Kuhn lengths leads to errors. When the variations in the Kuhn length are large, there may not be a tractable solution for a single monolithic Kuhn length. In Ref [15], several of these PK modules were shown to fit with separate Kuhn lengths. Fig 6(b) shows a fit of the tmRNA sequence of E. coli (X16382, accession 2482406) with standard parameters and a Kuhn length of $\xi = 4$ nt (Fig 6(b)), and Fig 6(c) shows the same fit with $\xi = 4$ nt and the Flory-Huggins parameters $B_2 = -0.9$ [nm$^3$] and $B_3 = 1.0$ [nm$^6$] ($N_c = 55$ and $R_c = \pm 20$). In Fig 6(c), using the FH parameters, we see many of the characteristic features of longer RNA sequences: the compacting of the general structure and the higher stability of larger domains. We also see that PK1 is visibly present in the figure. This is little more than a crude fit, but vsfold is showing that it can find some of the relevant structure. Using default parameters, the effective Flory-Huggins model (Fig 6(d)) discussed in Section 3 is able to detect some of the structure, but does not show the same extent of important compact features seen in Fig 6(c) using the Flory-Huggins model. Perhaps more important is the visible compacting of the long-range structure with the introduction of the Flory-Huggins model.

To improve the fit, it will be necessary to include a variable Kuhn length. It is also likely that interactions between different PK modules influence the overall structure of this complex molecule, for which only primitive 3D structure analysis tools are built into the vsfold5 algorithm. Nevertheless, even in this crude calculation, this may explain some of the qualitative structural features suggesting a tendency for large domains of RNA to be somewhat more compact.

The precise location of $N_c$ is not currently known because the role of a real polymer with excluded volume (the $B_2$ term) and understanding the tendency toward globular behavior rather than swelling (resulting from the combined effect of $B_2$ and $B_3$) does not appear to have been a subject of much interest in experimental studies of nucleic acids. However, based on the observed behavior of tRNA in our studies, it is reasonable to think that it is around $40 < N_c < 60$. Since the virial coefficients are both specific for each $N_c$ and, for each $N_c$, strongly dependent on the Kuhn length, we have focused our current efforts on the one example of $N_c = 50$ for simplicity.
The results reported here are not intended as a rigorous study of the full potential of the model. Rather, they represent routine tests we made after adding the functionality. It is all the more encouraging therefore, that they also turn out to produce some reasonable results.

In this study, we have aimed at collapse of the RNA as $0 < \nu < 1/2$. However, studies by Wiese and coworkers [58,85,86] and by Makarov and coworkers [51] suggest that $\nu = 0.6$. There is nothing restricting the possibility of using this software with $1/2 < \nu < 1$ in principle. We favor the use of $0 < \nu < 1/2$ because when Mg$^{2+}$ is added to the Tetrahymena ribozyme [28], the ribozyme is observed to collapse and form a state resembling the ‘molten globule’ state observed in some proteins [87]. In some ways, the absence of Mg$^{2+}$ amounts to a “denaturing solvent”. Several other systems have been observed to compact with addition of Mg$^{2+}$: RNase P [88], 5S ribosomal RNA [89] and even tRNA [90-93]. Wiese and coworkers were studying the general properties of RNA and use the JS equation which is not as general as Eqns (5) through (8). At least in the context of trying to model this collapse, we favor a picture closer to that in Figure 3. Nevertheless, given the paucity of experimental data offering any clue whatever, we don’t insist on this position. The flexibility of vsfold5 and vs_subopt also permits a user to choose a denaturing condition, if so desired.
Conclusions
In this work, we expand the scope of the cross linking entropy model to include the option to predict RNA structure and folding under the non-ideal solvent conditions that are largely expected to exist for RNA in most in vivo and in vitro conditions in which it is measured. The model finds a generalized equation for evaluating the second and third virial coefficients using the Flory-Huggins model of excluded volume. Since there is very little experimental information about the virial coefficients or their influence on RNA, this work is simply meant to present these concepts.

Many questions remain about the proper way to model the conditions of RNA, particularly in vivo. The Kuhn length is strongly affected by the salt content with high salt tending to reduce its magnitude [17,18], yet almost all the measurements of RNA thermodynamic parameters are done in high salt. Do non-specific electrostatic interactions with proteins and nucleic acids in the cell help to stabilize RNA structures? Judging the available information on $B_2$, it is more prone to become negative in high salt, suggesting that the Mg$^{2+}$ causes the RNA to behave as though in poor solvent. Maybe stability comes at the expense of the RNA becoming more insoluble. The tendency to accelerate the rate of folding of RNA to the native state by addition of urea [27,42] suggests that cellular environment may play a significant role. Ironically, in such cases, the “denaturing solvent” actually “lubricates” the folding process. Extrapolating these observations to the cell, this suggests that it is important to understand the interaction of RNA in the presence of proteins and in an in vivo environment. For example, histones show rather specific binding with the DNA in the globular regions of the protein [94]. Is it structured or is it not? Some capsid proteins can mix very thoroughly with the RNA in some viruses [95]. What sort of polymer solution is a system like that? It would be of considerable value to know how the in vivo cellular interactions influence RNA structures.

In conclusion, what this work has most revealed is that there is a lot more to be learned particularly with respect to RNA in its true environmental conditions. Both theory and experiment would be greatly facilitated by empirical knowledge of the virial coefficients in these complex polymer systems.
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Software
Binary versions of vsfold5 and vs_subopt (where both support the Flory-Huggins model calculations) are available upon request to the corresponding author and upon written consent to the license agreement. Available formats are 64 bit Linux (x86_64), or 32 bit Linux, Visual C++ Window XP/Window 7, and Mac OSX 10.4 (32 bit).
Figure 2
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Figure 5

With Flory-Huggins corrections

GCGAUUUAGCCAGAUUCCAGAAAGGCGGACAUCGAAGAUUCUGAGECUCGUGUUCGAGUCACAGAUUCGACCA

| (-28.58 kcal/mol) |
| (-24.35 kcal/mol) |
| (-23.62 kcal/mol) |
| (-20.89 kcal/mol) |
| (-20.62 kcal/mol) |
| (-20.02 kcal/mol) |

Without Flory-Huggins corrections

GCGAUUUAGCCAGAUUCCAGAAAGGCGGACAUCGAAGAUUCUGAGECUCGUGUUCGAGUCACAGAUUCGACCA

| (-25.14 kcal/mol) |
| (-21.34 kcal/mol) |
| (-21.03 kcal/mol) |
| (-19.41 kcal/mol) |
| (-18.92 kcal/mol) |
| (-18.71 kcal/mol) |
| (-17.86 kcal/mol) |
| (-17.31 kcal/mol) |
| (-17.19 kcal/mol) |
| (-16.90 kcal/mol) |
| (-15.91 kcal/mol) |
Figure 6
### Tables

#### Table 1

<table>
<thead>
<tr>
<th>$\nu$</th>
<th>solvent conditions</th>
<th>characteristics of the polymer</th>
<th>Virial coefficients</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.33</td>
<td>poor</td>
<td>the globular state $r \propto N^{1/3}$</td>
<td>$B_2 &lt; 0, \ B_3 &gt; 0$</td>
</tr>
<tr>
<td>0.50</td>
<td>Athermal</td>
<td>Obeys Gaussian statistics $r \propto N^{1/2}$</td>
<td>$B_2 = 0, \ B_3 = 0$</td>
</tr>
<tr>
<td>0.60</td>
<td>good</td>
<td>polymer swells $r \propto N^{3/5}$</td>
<td>$B_2 &gt; 0$</td>
</tr>
</tbody>
</table>
Table 2

<table>
<thead>
<tr>
<th>$\xi$ [nt]</th>
<th>$B_2$ [nm$^3$]</th>
<th>$B_3$ [nm$^6$]</th>
</tr>
</thead>
<tbody>
<tr>
<td>4.0</td>
<td>-1.1</td>
<td>1.4</td>
</tr>
<tr>
<td>5.0</td>
<td>-2.3</td>
<td>5.0</td>
</tr>
<tr>
<td>6.0</td>
<td>-4.4</td>
<td>14.0</td>
</tr>
<tr>
<td>7.0</td>
<td>-7.4</td>
<td>34.0</td>
</tr>
<tr>
<td>8.0</td>
<td>-11.9</td>
<td>75.0</td>
</tr>
<tr>
<td>9.0</td>
<td>-18.7</td>
<td>180.0</td>
</tr>
<tr>
<td>10.0</td>
<td>-26.5</td>
<td>342.0</td>
</tr>
</tbody>
</table>
Figure Captions

Figure 1
Figure 1. Second virial coefficient ($B_2$) plotted as a function of Kuhn length ($\xi$) with parameter conditions $\delta \equiv 2$ and $\gamma \equiv 1.75$. Coupled with $B_3$ (the third virial coefficient), these parameterizations yield a coexistence region at $N_c \sim 50$ nt and $R_c \sim \pm 10$ nt.

Figure 2
Figure 2. Third virial coefficient ($B_3$) plotted as a function of Kuhn length ($\xi$) with parameter conditions $\delta \equiv 2$ and $\gamma \equiv 1.75$. Coupled with $B_2$ (the second virial coefficient), these parameterizations yield a coexistence region at $N_c \sim 50$ nt and $R_c \sim \pm 10$ nt.

Figure 3
Figure 3. The solution for $\alpha$ with $\xi = 4$ nt in which the coexistence region is observed. Here the coexistence region lies between $N_{c1} \sim 40$ nt and $N_{c2} \sim 60$ nt with a mid-point around $N_c \sim 50$ nt ($R_c = \pm 10$). In this region, the structure exists in two possible states. The effective Flory-Huggins model is meant to approximate the average result of this graph. The corresponding value for $\nu$ is also plotted and shows that it lies between 0.0 and 0.5.

Figure 4
Figure 4. A approximate model of the transition of $\nu$ as a function of $N$. Here, $N_c$ is the critical length where the transition between the solvent expanded structure and the globular state occurs. $R_c$ expresses the range of the coexistence region: a property of Van der Waals like models such as this. Values for $\nu$ at $N < N_c$ and $N > N_c$ are $\nu_1$ and $\nu_2$ respectively. Solved using the standard Flory-Huggins model, these
weights are determined by the virial coefficients $B_2$ and $B_3$.

**Figure 5**
Comparison of the folding landscape of tRNA(Phe) shown with the Flory-Huggins correction and without. Top, structure calculated with Flory-Huggins correction. Bottom, structure calculated without (Same as in Part III).

**Figure 6**
Example of using the Flory-Huggins (FH) model with tmRNA. (a) The structure of tmRNA for *E. coli*. (b) The predicted structure of this tmRNA sequence using *vsfold5* without the FH model. (c) The predicted structure using the FH model. (d) The predicted structure using the effective FH model. The parameters are the current default values that are used on the web site without any changes. More important to understand is how the FH model tends to make the structures far more compact than expected compared to the standard CLE model.
Table Captions:

Table 1
Table 1. Relationship between solvent conditions, the state of the polymer as expressed by the Flory-Huggins parameter (\( \nu \)) and the virial coefficients.

Table 2
Table 2. Relationship between Kuhn length and the virial coefficients \( B_2 \) and \( B_3 \) that yield a coexistence region at \( N_c \sim 50 \) nt and \( R_c \sim \pm10 \) nt. with the fixed conditions \( \delta \equiv 2 \), and \( \gamma = 1.75 \). These data are also plotted in Figs 1 and 2.
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